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ETHICS
▸ Knowing the difference between right and wrong enables you to 

behave ethically. 

▸ Relies on consideration of your moral compass. 

▸ In our rapidly changing world technology presents many new 
opportunities. 

▸ It is natural to ask questions about capability of technology. 

▸ Deepens understanding in methods and possibilities. 

▸ However, just because you have the ability to do something with 
technology, does not mean you should do it.
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FRAMEWORKS
▸ In 2016 the UK produced a Data Science Ethical Framework [1]. 

▸ The Data Protection and Intellectual Property Acts are intended to 
protect peoples rights in the UK; along with the new General Data 
Protection Regulation (GDPR).
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[1] https://www.gov.uk/government/publications/data-science-ethical-framework 

https://www.gov.uk/data-protection
http://www.legislation.gov.uk/ukpga/2014/18/contents/enacted
https://ec.europa.eu/info/law/law-topic/data-protection_en
https://ec.europa.eu/info/law/law-topic/data-protection_en
https://www.gov.uk/government/publications/data-science-ethical-framework
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FRAMEWORKS
▸ Identify a problem to solve. 

▸ Ensure that the data is expected to be sufficient to solve 
the problem and to learn something useful. 

▸ Ensure that the method is viable. 

▸ Not ethical to collect data to do bad science; so need to 
understand that the method makes sense and that the 
data being collected will lead to some meaningful 
result.
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[1] https://www.gov.uk/government/publications/data-science-ethical-framework 

1. Start with clear user need and public benefit

https://www.gov.uk/government/publications/data-science-ethical-framework
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FRAMEWORKS
▸ Only use the features that are needed in the data in order to obtain results. 

▸ This is problematic as some features will lead to an intrinsic bias for some problems; 
requires care and attention. 

▸ e.g. different ethnic groups are susceptible to different medical conditions.  So 
including that data in a medical study related to one of those conditions could bias 
a model accordingly. 

▸ Scientific/commercial problems have equivalent issues with features leading to bias. 

▸ Data is ideally anonymised, or aggregated in such a way to retain anonymity.  An 
exception to this would be identification of terrorists or criminals, where the aim is to 
identify individuals. 

▸ Use of data from social media needs to be considered carefully.  

▸ “The law states that you must take reasonable steps to ensure that individuals are will not 
be identifiable when you link data or combine it with other data in the public domain.”[1]
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[1] https://www.gov.uk/government/publications/data-science-ethical-framework 

2. Use data and tools which have the minimum 
intrusion necessary

https://www.gov.uk/government/publications/data-science-ethical-framework
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FRAMEWORKS
▸ Consider the data that you feed into an algorithm to make sure that you know how 

robust that is, and avoid potentially biasing the outcome. 

▸ Consider the algorithm - there is little point trying to train a deep network with a few 
hundred or a few thousand training examples.  The result will not be robust. 

▸ Consider the cost of making an incorrect decision. 

▸ Understand the output of the model that has been built - the question being answered 
may not be the one you want the model to address. 

▸ A study processing images of farmland into different types of usage while looking for 
Japaneese Knotweed can result in trees and buildings being classified as the same 
object… because they both cast shadows; not because they are the same thing. 

▸ As with Deep Thought in the Hitch Hikers Guide to the Galaxy; on asking the 
computer the answer to the ultimate question of the meaning of life the universe and 
everything, when you get the response 42 you need to understand what the 
computer thought your question was.
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[1] https://www.gov.uk/government/publications/data-science-ethical-framework 

3. Create robust data science models

https://www.gov.uk/government/publications/data-science-ethical-framework
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FRAMEWORKS
▸ The legal requirements of the data protection and IP acts, along with the 

GDPR lay down the boundaries of what is legal. 

▸ Sometimes that is not sufficient and you need to consider that just because 
you can do something does not mean that you should do it. 

▸ An example of unethical behaviour using algorithms is given by Volkswagen. 

▸ In 2015 the world learned that VW had been using software to trick 
emissions tests into categorising their cars as having lower emissions than 
when being driven normally.  The first VW with this software installed was 
sold in the UK in 2008[2].  Up to 11 million cars were affected by this.  The 
consequence for unethical behaviour was a drop in share price of 1/3 and 
VW set aside $18billion for associated costs (recalls, fines etc).
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[1] https://www.gov.uk/government/publications/data-science-ethical-framework 
[2] https://uk.reuters.com/article/volkswagen-emissions/vw-says-sold-first-uk-vehicle-with-emission-test-rigging-software-
in-2008-idUKU8N10Z00520151012  

4. Be alert to public perceptions

https://www.gov.uk/government/publications/data-science-ethical-framework
https://uk.reuters.com/article/volkswagen-emissions/vw-says-sold-first-uk-vehicle-with-emission-test-rigging-software-in-2008-idUKU8N10Z00520151012
https://uk.reuters.com/article/volkswagen-emissions/vw-says-sold-first-uk-vehicle-with-emission-test-rigging-software-in-2008-idUKU8N10Z00520151012
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FRAMEWORKS
▸ Where possible be open about a project to allow people to 

understand: 

▸ What data is collected; 

▸ How the data intends to be used; 

▸ Any social or other benefit expected from the work; 

▸ Ensure oversight and accountability; 

▸ Provide a means for recourse should there be an incorrect 
decision made (this depends on the context of the problem). 

▸ The aim of these points is to promote ethical practice.
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[1] https://www.gov.uk/government/publications/data-science-ethical-framework 

5. Be as open and accountable as possible

https://www.gov.uk/government/publications/data-science-ethical-framework
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FRAMEWORKS
▸ Data should be kept securely. 

▸ General considerations: 

▸ Who has access to the data? 

▸ Only people who need access to the data to address the problem 
under investigation should have access. 

▸ How long will the data be stored? 

▸ Typically we would expect the data to be stored for a finite time, 
after which it would be deleted.  For example this is standard 
practice/constraint for a study performed that requires ethical 
approval from a University.   After that fixed time period data 
would be deleted.
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[1] https://www.gov.uk/government/publications/data-science-ethical-framework 

6. Keep data secure

https://www.gov.uk/government/publications/data-science-ethical-framework


A. Bevan

PRACTICAL MACHINE LEARNING: ETHICS �11

[1] https://www.gov.uk/government/publications/data-science-ethical-framework 

https://www.gov.uk/government/publications/data-science-ethical-framework
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EXAMPLES
▸ Examples of controversial use of technology can be found 

in the media.
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Private Eye 1460 (2018)
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EXAMPLES
▸ A much higher-profile debacle can be found in the media: the use of facebook 

data of from users and their contacts as a result of taking personality tests. 

▸ The SLC group and its consultancy Cambridge Analytica became embroiled 
in a sensational media frenzy surrounding harvesting data from Facebook 
users. 

▸ Reportedly 50 million Americans an more than 1 million UK citizens had 
their data harvested [1]. 

▸ This was used to target advertising related to the US election. 

▸ The story broke 17th March 2018, and on the 2nd May news broke that 
Cambridge Analytica was being closed down [2]. 

▸ Facebook lost $120Bn off of its market price in July 2018 as a result of “slow 
growth rate in the past 2 years” [3].
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[1] https://www.theguardian.com/news/2018/mar/17/cambridge-analytica-facebook-influence-us-election 
[2] https://www.theguardian.com/uk-news/2018/may/02/cambridge-analytica-closing-down-after-facebook-row-reports-say 
[3] https://www.bbc.co.uk/news/world-us-canada-44978452 

https://www.theguardian.com/news/2018/mar/17/cambridge-analytica-facebook-influence-us-election
https://www.theguardian.com/uk-news/2018/may/02/cambridge-analytica-closing-down-after-facebook-row-reports-say
https://www.bbc.co.uk/news/world-us-canada-44978452
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EXAMPLES
▸ A much higher-profile debacle can be found in the media: the use of facebook 

data of from users and their contacts as a result of taking personality tests. 

▸ The SLC group and its consultancy Cambridge Analytica became embroiled 
in a sensational media frenzy surrounding harvesting data from Facebook 
users. 

▸ Reportedly 50 million Americans an more than 1 million UK citizens had 
their data harvested [1]. 

▸ This was used to target advertising related to the US election. 

▸ The story broke 17th March 2018, and on the 2nd May news broke that 
Cambridge Analytica was being closed down [2]. 

▸ Facebook lost $120Bn off of its market price in July 2018 as a result of “slow 
growth rate in the past 2 years” [3].
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[1] https://www.theguardian.com/news/2018/mar/17/cambridge-analytica-facebook-influence-us-election 
[2] https://www.theguardian.com/uk-news/2018/may/02/cambridge-analytica-closing-down-after-facebook-row-reports-say 
[3] https://www.bbc.co.uk/news/world-us-canada-44978452 

Recent reports indicate that Facebook will be fined 
$5Bn over this unethical use of widespread data 

privacy violation. 

e.g. see the BBC article on this story.

https://www.theguardian.com/news/2018/mar/17/cambridge-analytica-facebook-influence-us-election
https://www.theguardian.com/uk-news/2018/may/02/cambridge-analytica-closing-down-after-facebook-row-reports-say
https://www.bbc.co.uk/news/world-us-canada-44978452
https://www.bbc.co.uk/news/world-us-canada-48972327
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EXAMPLES
▸ Facebook terms and conditions state:
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[1] https://www.facebook.com/legal/terms (Version corresponding to Date of last revision: 31 January 2018)

Sharing your content and information


You own all of the content and information that you post on Facebook, and you can control how it is shared through 
your privacy and application settings. In addition:


1. For content that is covered by intellectual property rights, such as photos and videos (IP content), you specifically 
give us the following permission, subject to your privacy and application settings: you grant us a non-exclusive, 
transferable, sub-licensable, royalty-free, worldwide licence to use any IP content that you post on or in 
connection with Facebook (IP Licence). This IP Licence ends when you delete your IP content or your account, 
unless your content has been shared with others and they have not deleted it.


2. When you delete IP content, it is deleted in a manner similar to emptying the recycle bin on a computer. However, 
you understand that removed content may persist in backup copies for a reasonable period of time (but will not 
be available to others).


3. When you use an application, the application may ask for your permission to access your content and information 
as well as content and information that others have shared with you.  We require applications to respect your 
privacy, and your agreement with that application will control how the application can use, store and transfer that 
content and information.  (To learn more about Platform, including how you can control what information other 
people may share with applications, read our Data Policy and Platform page.)


4. When you publish content or information using the Public setting, it means that you are allowing everyone, 
including people not on Facebook, to access and use that information, and to associate it with you (i.e. your 
name and profile picture).


5. We always appreciate your feedback or other suggestions about Facebook, but you understand that we may use 
your feedback or suggestions without any obligation to compensate you for them (just as you have no obligation 
to offer them).

https://www.facebook.com/legal/terms
https://www.facebook.com/settings/?tab=privacy
https://www.facebook.com/settings/?tab=applications
https://www.facebook.com/settings/?tab=privacy
https://www.facebook.com/settings/?tab=applications
https://www.facebook.com/about/privacy/
https://developers.facebook.com/docs/
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EXAMPLES
▸ Facebook terms and conditions state:
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[1] https://www.facebook.com/legal/terms (Version corresponding to Date of last revision: 31 January 2018)

Sharing your content and information


You own all of the content and information that you post on Facebook, and you can control how it is shared through 
your privacy and application settings. In addition:


1. For content that is covered by intellectual property rights, such as photos and videos (IP content), you specifically 
give us the following permission, subject to your privacy and application settings: you grant us a non-exclusive, 
transferable, sub-licensable, royalty-free, worldwide licence to use any IP content that you post on or in 
connection with Facebook (IP Licence). This IP Licence ends when you delete your IP content or your account, 
unless your content has been shared with others and they have not deleted it.


2. When you delete IP content, it is deleted in a manner similar to emptying the recycle bin on a computer. However, 
you understand that removed content may persist in backup copies for a reasonable period of time (but will not 
be available to others).


3. When you use an application, the application may ask for your permission to access your content and information 
as well as content and information that others have shared with you.  We require applications to respect your 
privacy, and your agreement with that application will control how the application can use, store and transfer that 
content and information.  (To learn more about Platform, including how you can control what information other 
people may share with applications, read our Data Policy and Platform page.)


4. When you publish content or information using the Public setting, it means that you are allowing everyone, 
including people not on Facebook, to access and use that information, and to associate it with you (i.e. your 
name and profile picture).


5. We always appreciate your feedback or other suggestions about Facebook, but you understand that we may use 
your feedback or suggestions without any obligation to compensate you for them (just as you have no obligation 
to offer them).

https://www.facebook.com/legal/terms
https://www.facebook.com/settings/?tab=privacy
https://www.facebook.com/settings/?tab=applications
https://www.facebook.com/settings/?tab=privacy
https://www.facebook.com/settings/?tab=applications
https://www.facebook.com/about/privacy/
https://developers.facebook.com/docs/
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EXAMPLES
▸ From a corporate perspective this is clearly a practical 

solution. 

▸ Users sign over rights for (free) reuse of IP or that of 
anything posted or shared. 

▸ Complicated persistency conditions should users 
decide to delete accounts or IP related data. 

▸ Is it ethical?
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SUMMARY
▸ The issue of ethics in machine learning and AI is currently not legislated, and 

users have agreed to give unprecedented concessions with regard to their data 
to social media companies such as Facebook the moment that they sign up for 
an account. 

▸ Some media attention has appeared related to actions made by some 
companies in response to processing user data for effect. 

▸ Higher profile backlash has been seen in the case of the involvement of 
Cambridge Analytical in mining data from Facebook users. 

▸ These events have ignited a long-overdue debate about who has the right to 
own data of users. 

▸ Data scientists should think about the ethics of solving a given problem, and can 
look to guidance coming from IEEE and government guidelines on ethical data 
science.
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SUGGESTED READING
▸ This is a rapidly changing area and while suggested reading is given here, it is likely that the area of ethics in 

data science will continue to evolve and these references may become outdated on a faster timescale than 
those resources suggested for other areas of this course.   

▸ Ethics in the Real World, Peter Singer, Princeton (2016) 

▸ Brief essays on modern ethical issues, including essays on science and technology.  The write contributes 
to Project Syndicate. 

▸ IEEE Ethics in Action: 

▸ Ethically Aligned Design (V2 complete, work continues on an updated version of this document). 

▸ https://ethicsinaction.ieee.org  

▸ Data Science Ethical Framework (UK Government framework document): 

▸ Framework described in a 17 page document (2016). 

▸ https://www.gov.uk/government/publications/data-science-ethical-framework  

▸ House of Lords select committee on AI in the UK: ready, willing and able? 

▸ https://www.parliament.uk/business/committees/committees-a-z/lords-select/ai-committee/news-
parliament-2017/ai-report-published/ 
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https://ethicsinaction.ieee.org
https://www.gov.uk/government/publications/data-science-ethical-framework
https://www.parliament.uk/business/committees/committees-a-z/lords-select/ai-committee/news-parliament-2017/ai-report-published/
https://www.parliament.uk/business/committees/committees-a-z/lords-select/ai-committee/news-parliament-2017/ai-report-published/

