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The New Kinematic Plane

Final H1 & ZEUS structure function data published

New LHC data being rapidly published

Searches for high mass states require precision
knowledge at high x

For central production x=x1=x2
    M=x2√s 
    → M > 1 TeV probes x>0.1

DGLAP evolution allows predictions to be made

High x predictions rely on

• data (DIS / fixed target) 

• sum rules 

• behaviour of PDFs as x→1

Low x region important for high energy cosmic rays
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Dominant contribution

Only sensitive at high Q2 ~ MZ2

Only sensitive at low Q2 and high y 

F2 ∝ (xqi + xqi )∑

x F3 ∝ (xqi − xqi )∑

FL ∝α s ⋅ xg(x,Q
2 )  

σ NC
± ~ F2 

Y−

Y+

x F3

Structure Functions

The NC reduced cross section defined as:

 

σ ±
CC =

2π x
GF

2

MW
2 +Q2

MW
2

⎡

⎣
⎢

⎤

⎦
⎥

2
dσCC

±

dxdQ2

dσCC
±

dxdQ2 =  1
2
Y+ W2

±  Y− xW3
± − y2WL

±⎡⎣ ⎤⎦

The CC reduced cross section defined as:
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Neutral current event selection:

High PT isolated scattered lepton
Suppress huge photo-production background by 
imposing longitudinal energy-momentum
conservation

Kinematics may be reconstructed in many ways:
energy/angle of hadrons & scattered lepton
provides excellent tools for sys cross checks

Removal of scattered lepton provides a 
high stats “pseudo-charged current sample”
Excellent tool to cross check CC analysis

Final selection: ~105 events per sample at high Q2

  ~107 events for 10 < Q2 < 100 GeV2

Charged current event selection:

Large missing transverse momentum (neutrino)

Suppress huge photo-production background

Topological finders to remove cosmic muons

Kinematics reconstructed from hadrons

Final selection: ~103 events per sample 

H1 and ZEUS
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HERA-1 operation 1993-2000
Ee = 27.6 GeV
Ep = 820 / 920 GeV
∫L ~ 110 pb-1 per experiment

HERA-II operation 2003-2007
Ee = 27.6 GeV
Ep = 920 GeV 
∫L ~ 330 pb-1 per experiment
Longitudinally polarised leptons

Low Energy Run 2007
Ee = 27.6 GeV
Ep = 575 & 460 GeV
Dedicated FL measurement

HERA Operation
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e−p
L = 47.3 pb−1 L = 104.4 pb−1

Pe = (+36.0± 1.0)% Pe = (−25.8± 0.7)%

e+p
L = 101.3 pb−1 L = 80.7 pb−1

Pe = (+32.5± 0.7)% Pe = (−37.0± 0.7)%

Table 1. Table of integrated luminosities, L, and luminosity weighted longitudinal lepton beam polarisation,
Pe, for the data sets presented here.

4 Simulation programs

In order to determine acceptance corrections, DIS processes are generated at leading order (LO)
QCD using the DJANGOH 1.4 [44] Monte Carlo (MC) simulation program which is based on HER-
ACLES 4.6 [45] for the electroweak interaction and on LEPTO 6.5.1 [46] for the hard matrix ele-
ment calculation. The colour dipole model (CDM) as implemented in ARIADNE [47] is used to
generate higher order QCD dynamics. The JETSET 7.410 program [48] is used to simulate the
hadronisation process in the ‘string-fragmentation’ model. Additional DJANGOH study samples
are produced in which the higher order QCD effects are simulated using DGLAP inspired parton
showers matched to the hard LO matrix element calculation, known as MEPS. The simulated events
are produced with PDFs from a NLO QCD fit (HERAPDF1.0) which includes combined H1 and
ZEUS low Q2 and high Q2 NC and CC data from HERA I [17]. In order to improve the precision
with which the acceptance corrections are determined, the simulated cross sections are reweighted
using the PDF set determined in this analysis, H1PDF 2012 (see section 6). All data distributions
are compared to the MC expectations using H1PDF 2012.

The dominant ep background contribution to DIS is due to large cross section photoproduction
(γp) processes in which energetic π0 → γγ decays or charged hadrons are mis-identified as the
scattered electron in the NC channel, or hadronic final states produce large fake missing transverse
momentum mimicking a CC interaction. These are simulated using the PYTHIA 6.224 [49] genera-
tor with leading order parton distribution functions for the proton and photon taken from [50]. Ad-
ditional small background contributions arise from elastic and inelastic QED Compton processes
generated with the WABGEN program [51]; lepton pair production via two photon interactions
simulated by the GRAPE code [52]; prompt photon production in which the photon may be mis-
identified as an electron generated by PYTHIA; and real W±/Z production samples produced with
EPVEC [53].

The detector response to events produced by the various generator programs is simulated in
detail using a program based on GEANT3 [54]. The simulation includes detailed time dependent
modelling of detector noise conditions, beam optics, polarisation and inefficient channel maps
reflecting actual running conditions throughout the HERA II data taking period. These simulated
events are then subjected to the same reconstruction, calibration, alignment and analysis chain as
the real data.

– 7 –

breakdown of HERA-II data samples
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ZEUS CC e−p 175 pb-1 EPJ C 61 (2009) 223-235

ZEUS CC e+p 132 pb-1 EPJ C 70 (2010) 945-963

ZEUS NC e−p 170 pb-1 EPJ C 62 (2009) 625-658

ZEUS NC e+p 135 pb-1 ZEUS-prel-11-003

H1 CC e−p 149 pb-1 H1prelim-09-043

H1 CC e+p 180 pb-1 H1prelim-09-043

H1 NC e−p 149 pb-1 H1prelim-09-042

H1 NC e+p 180 pb-1 H1prelim-09-042

HERA-II datasets
Combined in HERAPDF1.5
(except ZEUS NC e+p)

HERA Structure Function Data

ZEUS CC e−p 175 pb-1 EPJ C 61 (2009) 223-235

ZEUS CC e+p 132 pb-1 EPJ C 70 (2010) 945-963

ZEUS NC e−p 170 pb-1 EPJ C 62 (2009) 625-658

ZEUS NC e+p 135 pb-1   arXiv:1208.6138

H1 CC e−p 149 pb-1

  arXiv:1206.7007
H1 CC e+p 180 pb-1

  arXiv:1206.7007
H1 NC e−p 149 pb-1

  arXiv:1206.7007

H1 NC e+p 180 pb-1

  arXiv:1206.7007

}
Complete the analyses of HERA high Q2 inclusive 
structure function data

New published data increase ∫L by 
~ factor   3 for e+p
~ factor 10 for e−p
much improved systematic uncertainties

Up till now HERA-II datasets only partially published

http://www.springerlink.com/content/516g4052v8270405/?p=5b0cfbe35b7a43abb353466a5ad91e3b&pi=0
http://www.springerlink.com/content/516g4052v8270405/?p=5b0cfbe35b7a43abb353466a5ad91e3b&pi=0
http://www.springerlink.com/content/516g4052v8270405/?p=5b0cfbe35b7a43abb353466a5ad91e3b&pi=0
http://www.springerlink.com/content/516g4052v8270405/?p=5b0cfbe35b7a43abb353466a5ad91e3b&pi=0
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Figure 5: The e±p unpolarised NC DIS reduced cross-section σ̃ plotted as a
function of x at fixed Q2. The closed (open) circles represent data points for e+p
(e−p) collisions in which the inner error bars show the statistical uncertainty while
the outer bars show the statistical and systematic uncertainties added in quadra-
ture, although errors are too small to be seen in most cases. The curves show the
predictions of the SM evaluated using the HERAPDF1.5 PDFs.

41

High Q2 NC Cross Sections

Z0 contribution enhances as Q2 increases

Final measurement of ZEUS NC e+p data

Shown here for P=0
Polarised measurements also available

Compared to published NC e-p data
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Combination of high Q2 data
HERA-1 and HERA-II

Larger HERA-II luminosity 
→ improved precision at high x / Q2

High Q2 NC Cross Sections

H1 precision 1.5% for Q2 < 500 GeV2

⇒ factor 2 reduction in error wrt HERA-I

Statistics limited at higher Q2 and high x

Extended reach at high x compared to H1 
preliminary data
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Figure 14. Combined HERA I+II unpolarised NC reduced cross sections σ̃NC for e−p (solid triangles),
e+p (solid squares) and low Q2 (solid points) data shown for various fixed x as a function of Q2. The inner
and outer error bars represent the statistical and total errors, respectively. The curves show the corresponding
expectations from H1PDF 2012. Also shown in open squares are the fixed target data from BCDMS [95].

– 107 –

This x region is the ‘sweet spot’
High precision with long Q2 lever arm
x-range relevant for Higgs production
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xF3

At high Q2 xF3 arises due to Z0 effects
enhanced e- cross section wrt e+

Difference is xF3

Sensitive to valence PDFs

    
x F3 =

Y+

2Y−

( σ NC
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+ )  ≈   aeχZ xF3
γ Z
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Figure 28. Structure function xF γZ
3 transformed to Q2 = 1500GeV2 for data (solid points) and the

expectation from H1PDF 2012 (solid curve). The inner error bars represent the statistical uncertainties and
the full error bar corresponds to the total measurement uncertainty.
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Figure 7: The structure function xF γZ
3 extrapolated to a single Q2 value of

1 500GeV 2 and plotted as a function of x. Other details as in Figure 6.
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Here µ±
i is the measured central value of the reduced e±p cross section at an x,Q2 point i with

a combined statistical and uncorrelated systematic uncertainty ∆i =

√

(

∆2
i,stat +∆2

i,syst

)

. The

effect of correlated error sources j on the cross section measurements is given by the systematic
error matrix Γi,j . The χ2 function depends quadratically on σ̃±0,i and xF̃±

3,i. The minimisation of
the χ2 function with respect to these variables leads to a system of linear equations which is solved
analytically, similar to [75]. This procedure gives results equivalent to a determination of xF̃3 in
which the systematic uncertainties are treated by varying the measurements by each systematic
error and adding the resulting deviations in quadrature.

The dominant contribution to xF̃3 arises from γZ interference, which allows the extraction of
xF γZ

3 according to xF γZ
3 ! −xF̃3(Q2 +M2

Z)/(κaeQ
2) where the pure Z boson exchange term

is neglected. This is justified since the contribution of xFZ
3 is suppressed by the small coupling

ve and an additional factor κQ2/(Q2 + M2
Z) (see eq. (2.3)). The resulting structure function for

Q2 > 1 000 GeV2 is presented in table 51 and shown in figure 27 together with the expectations
determined from the H1PDF 2012 fit. Since at high x and low Q2 the expected sensitivity to xF̃3

is smaller than the luminosity uncertainty, the measurement is not performed in this region.
This non-singlet structure function exhibits only a weak dependence on Q2 and therefore the

measurements can be first transformed to Q2 = 1500 GeV2 using H1PDF 2012 and then averaged
for fixed x values. The averaged xF γZ

3 is given in table 52 and shown in figure 28 in comparison
with the H1PDF 2012 fit. The calculation from the H1PDF 2012 fit gives a good description of the
xF γZ

3 measurement. The structure function xF γZ
3 determines both the shape and magnitude of the

valence distribution 2uv + dv assuming the quark and anti-quark sea distributions are the same.
The integral of this structure function is analogous to the GLS sum rule in neutrino scattering [91]
which is in LO predicted to be 5/3 and acquires O(αs/π) QCD corrections [92]. The measured
value using all HERA I+II data is

∫ 0.725

0.016
dx F γZ

3 (x,Q2 = 1500GeV2) = 1.22± 0.09(stat)± 0.07(syst) , (7.5)

which can be compared to the H1PDF 2012 fit in the same region
∫ 0.725
0.016 F γZ

3 dx = 1.16+0.02
−0.03

including the total estimated uncertainty. The extrapolation of the measurement to the full
kinematic region in x by applying a scale factor determined from the H1PDF 2012 fit, yields
∫ 1
0 dx F γZ

3 = 1.69 ± 0.12(stat) ± 0.10(syst). No additional uncertainty due to the scale fac-
tor is considered. This value agrees with the integral evaluated using the H1PDF 2012 fit over the
full x range at Q2 = 1500 GeV2 which is determined to be

∫ 1
0 F γZ

3 dx = 1.595. The quark num-
ber sum rules are imposed as constraints in the QCD fit and therefore this measurement validates
the sum rules.

7.6 Total CC cross sections σtot
CC

The total CC cross sections for Q2 > 400GeV2 and y < 0.9 are listed in table 12 for the e− and
e+ data and for the different longitudinal lepton beam polarisations. Corrections (k±cor) from the
analysis phase space Q2 > 400GeV2, pT,h > 12GeV and 0.03 < y < 0.85 are applied using the
SM expectation based on H1PDF2012 and are found to be k−cor = 1.070 for e−p and k+cor = 1.063

– 33 –

H1 measure integral of xF3ɣZ - validate sumrule:
NLO integral predicted to 
be 5/3 + O(αS/π) = 1.16
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Figure 12. NC high y reduced cross sections σ̃NC for e−p (open circles) and e+p (solid squares) data shown
as a function of Q2. The inner and outer error bars represent the statistical and total errors, respectively. The
luminosity and polarisation uncertainties are not included in the error bars. The error bands show the total
uncertainty of the H1PDF 2012 fit.
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Measurement extension to high y
at high Q2

Sensitive to FL and xg

Difficult measurement: 
 - low scattered electron energy Ee’>5 GeV
 - large photo-production background

NC Cross Sections at High y

Total uncertainty reduced by factor 2:
HERA-I   ~4%
HERA-II  ~2%
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H1 combination of high Q2 CC data (HERA-I+II)
Improvement of total uncertainty
Dominated by statistical errors 
Provide important flavour decomposition information

High Q2 CC Cross Sections
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CC e+ data provide strong dv constraint at high x
Precision limited by statistics: typically 5-10%
HERA-I  precision of 10-15% for e+p
Large gain to come after combination with ZEUS
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Figure 15. Combined HERA I+II unpolarised CC reduced cross sections σ̃CC for e−p data shown for
various fixed Q2 as a function of x in comparison with the expectation from H1PDF 2012. The inner and
outer error bars represent the statistical and total errors, respectively. The dominant contribution x(u+ c) is
also shown.
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Figure 16. Combined HERA I+II unpolarised CC reduced cross sections σ̃CC for e+p data shown for
various fixed Q2 as a function of x in comparison with the expectation from H1PDF 2012. The inner and
outer error bars represent the statistical and total errors, respectively. The contribution (1 − y)2x(d + s) is
also shown.
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Figure 10: The ratio of dσ/dQ2 using positive and negative polarisation in (a),
and the polarisation asymmetry A+ in (b) as functions of Q2. The closed circles
represent ZEUS data. Only statistical uncertainties are considered as the systematic
uncertainties are assumed to cancel. The curves show the predictions of the SM
evaluated using the HERAPDF1.5 PDFs.
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lepton beams in HERA II such polarisation effects can be tested, providing a direct measure of
electroweak effects in the NC cross sections. The polarisation asymmetry, A±, is defined as

A± =
2

P±
L − P±

R

·
σ±(P±

L )− σ±(P±
R )

σ±(P±
L ) + σ±(P±

R )
, (7.1)

where P±
L and P±

R are the longitudinal lepton beam polarisation in the e±p R and L data sets.
To a very good approximation A± measures the structure function ratio A± " ∓κaeQ2/(Q2 +

M2
Z)F

γZ
2 /F̃2 , which is proportional to the product aevq and thus is a direct measure of parity

violation. In e+ scattering A+ is expected to be positive and about equal to −A− in e− scattering.
At large x the asymmetry measures the d/u ratio of the valence quark distributions according to

A± ∝ ±κ
1 + dv/uv
4 + dv/uv

. (7.2)

The polarised single differential cross sections dσNC/dQ2 are used to construct the asymmetry
where it is assumed that the correlated uncertainties of each measurement cancel. The asymmetry is
shown in figure 24 compared to the H1PDF 2012 fit. The magnitude of the asymmetry is observed
to increase with increasing Q2 and is positive in e+p and negative in e−p scattering. The data
are in good agreement with the SM using H1PDF 2012 and confirm the parity violation effects of
electroweak interactions at large Q2.

For a given lepton charge the difference in the left and right polarised NC cross sections is
sensitive to F γZ

2 as well as xF γZ
3 and xFZ

3 as given by

σ±(P±

L )− σ±(P±

R )

P±

L − P±

R

=
κQ2

Q2 +M2
Z

[

∓aeF
γZ
2 +

Y−

Y+
vexF

γZ
3 −

Y−

Y+

κQ2

Q2 +M2
Z

(v2e + a2e)xF
Z
3

]

. (7.3)

By taking the difference of equation (7.3) for the e+p and e−p data, the terms proportional to
xF γZ

3 and xFZ
3 cancel and F γZ

2 can be directly extracted using the measured cross sections. The
measurement is performed for Q2 ≥ 200 GeV2. It is shown in figure 25 and listed in table 49. Only
a weak Q2 dependence is expected and therefore the measurements are transformed to a common
Q2 value of 1 500 GeV2 using the H1PDF 2012 fit and are averaged in each x bin. The average is
calculated as a weighted mean using the quadratic sum of statistical and uncorrelated systematic
uncertainties. The result is displayed in figure 26 in comparison to the H1PDF 2012 fit and listed
in table 50. The correlated uncertainties of the F γZ

2 measurement consist of contributions from the
point-to-point correlated sources of uncertainties. The dominant contribution at low Q2 and low
y is the normalisation uncertainty of 1.5% of each data set. The global luminosity uncertainty of
2.3% is not included.

7.5 Measurement of xF γZ
3

The new combined HERA I+II NC unpolarised cross section measurements for e+p and e−p scat-
tering are used to update the previous measurement of the structure function xF γZ

3 [2, 3]. Only data
taken at Ep = 920 GeV are used for this determination. The structure function xF̃3 is obtained in
a simultaneous fit with xF̃3, σ̃±0 ≡ F̃±

2 − y2/Y+F̃
±
L and nuisance parameters for the systematics

shifts bj being free minimisation parameters. The χ2 function for the minimisation is

χ2
(

σ̃±0 , xF̃
±
3 , b

)

=
∑

i

[(

σ̃±0,i ∓
Y−

Y+
xF̃±

3,i

)

−
∑

j Γi,jbj − µ±
i

]2

∆2
i

+
∑

j

b2j . (7.4)
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lepton beams in HERA II such polarisation effects can be tested, providing a direct measure of
electroweak effects in the NC cross sections. The polarisation asymmetry, A±, is defined as

A± =
2

P±
L − P±

R

·
σ±(P±

L )− σ±(P±
R )

σ±(P±
L ) + σ±(P±

R )
, (7.1)

where P±
L and P±

R are the longitudinal lepton beam polarisation in the e±p R and L data sets.
To a very good approximation A± measures the structure function ratio A± " ∓κaeQ2/(Q2 +

M2
Z)F

γZ
2 /F̃2 , which is proportional to the product aevq and thus is a direct measure of parity

violation. In e+ scattering A+ is expected to be positive and about equal to −A− in e− scattering.
At large x the asymmetry measures the d/u ratio of the valence quark distributions according to

A± ∝ ±κ
1 + dv/uv
4 + dv/uv

. (7.2)

The polarised single differential cross sections dσNC/dQ2 are used to construct the asymmetry
where it is assumed that the correlated uncertainties of each measurement cancel. The asymmetry is
shown in figure 24 compared to the H1PDF 2012 fit. The magnitude of the asymmetry is observed
to increase with increasing Q2 and is positive in e+p and negative in e−p scattering. The data
are in good agreement with the SM using H1PDF 2012 and confirm the parity violation effects of
electroweak interactions at large Q2.

For a given lepton charge the difference in the left and right polarised NC cross sections is
sensitive to F γZ

2 as well as xF γZ
3 and xFZ

3 as given by

σ±(P±

L )− σ±(P±

R )

P±

L − P±

R

=
κQ2

Q2 +M2
Z

[

∓aeF
γZ
2 +

Y−

Y+
vexF

γZ
3 −

Y−

Y+

κQ2

Q2 +M2
Z

(v2e + a2e)xF
Z
3

]

. (7.3)

By taking the difference of equation (7.3) for the e+p and e−p data, the terms proportional to
xF γZ

3 and xFZ
3 cancel and F γZ

2 can be directly extracted using the measured cross sections. The
measurement is performed for Q2 ≥ 200 GeV2. It is shown in figure 25 and listed in table 49. Only
a weak Q2 dependence is expected and therefore the measurements are transformed to a common
Q2 value of 1 500 GeV2 using the H1PDF 2012 fit and are averaged in each x bin. The average is
calculated as a weighted mean using the quadratic sum of statistical and uncorrelated systematic
uncertainties. The result is displayed in figure 26 in comparison to the H1PDF 2012 fit and listed
in table 50. The correlated uncertainties of the F γZ

2 measurement consist of contributions from the
point-to-point correlated sources of uncertainties. The dominant contribution at low Q2 and low
y is the normalisation uncertainty of 1.5% of each data set. The global luminosity uncertainty of
2.3% is not included.

7.5 Measurement of xF γZ
3

The new combined HERA I+II NC unpolarised cross section measurements for e+p and e−p scat-
tering are used to update the previous measurement of the structure function xF γZ

3 [2, 3]. Only data
taken at Ep = 920 GeV are used for this determination. The structure function xF̃3 is obtained in
a simultaneous fit with xF̃3, σ̃±0 ≡ F̃±

2 − y2/Y+F̃
±
L and nuisance parameters for the systematics

shifts bj being free minimisation parameters. The χ2 function for the minimisation is

χ2
(

σ̃±0 , xF̃
±
3 , b

)

=
∑

i

[(

σ̃±0,i ∓
Y−

Y+
xF̃±

3,i

)

−
∑

j Γi,jbj − µ±
i

]2

∆2
i

+
∑

j

b2j . (7.4)

– 32 –

At large x

NC polarisation asymmetry:
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NC Polarisation Asymmetry
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Figure 25. Structure function F γZ
2 for data (solid points) and the expectation from H1PDF 2012 (solid

curve). The inner error bars represent the statistical uncertainties and the full error bar corresponds to the
total measurement uncertainty.
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Figure 26. Structure function F γZ
2 transformed to Q2 = 1500GeV2 for data (solid points) and the

expectation from H1PDF 2012 (solid curve). The inner error bars represent the statistical uncertainties and
the full error bar corresponds to the total measurement uncertainty.
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lepton beams in HERA II such polarisation effects can be tested, providing a direct measure of
electroweak effects in the NC cross sections. The polarisation asymmetry, A±, is defined as

A± =
2

P±
L − P±

R

·
σ±(P±

L )− σ±(P±
R )

σ±(P±
L ) + σ±(P±

R )
, (7.1)

where P±
L and P±

R are the longitudinal lepton beam polarisation in the e±p R and L data sets.
To a very good approximation A± measures the structure function ratio A± " ∓κaeQ2/(Q2 +

M2
Z)F

γZ
2 /F̃2 , which is proportional to the product aevq and thus is a direct measure of parity

violation. In e+ scattering A+ is expected to be positive and about equal to −A− in e− scattering.
At large x the asymmetry measures the d/u ratio of the valence quark distributions according to

A± ∝ ±κ
1 + dv/uv
4 + dv/uv

. (7.2)

The polarised single differential cross sections dσNC/dQ2 are used to construct the asymmetry
where it is assumed that the correlated uncertainties of each measurement cancel. The asymmetry is
shown in figure 24 compared to the H1PDF 2012 fit. The magnitude of the asymmetry is observed
to increase with increasing Q2 and is positive in e+p and negative in e−p scattering. The data
are in good agreement with the SM using H1PDF 2012 and confirm the parity violation effects of
electroweak interactions at large Q2.

For a given lepton charge the difference in the left and right polarised NC cross sections is
sensitive to F γZ

2 as well as xF γZ
3 and xFZ

3 as given by

σ±(P±

L )− σ±(P±

R )

P±

L − P±

R

=
κQ2

Q2 +M2
Z

[

∓aeF
γZ
2 +

Y−

Y+
vexF

γZ
3 −

Y−

Y+

κQ2

Q2 +M2
Z

(v2e + a2e)xF
Z
3

]

. (7.3)

By taking the difference of equation (7.3) for the e+p and e−p data, the terms proportional to
xF γZ

3 and xFZ
3 cancel and F γZ

2 can be directly extracted using the measured cross sections. The
measurement is performed for Q2 ≥ 200 GeV2. It is shown in figure 25 and listed in table 49. Only
a weak Q2 dependence is expected and therefore the measurements are transformed to a common
Q2 value of 1 500 GeV2 using the H1PDF 2012 fit and are averaged in each x bin. The average is
calculated as a weighted mean using the quadratic sum of statistical and uncorrelated systematic
uncertainties. The result is displayed in figure 26 in comparison to the H1PDF 2012 fit and listed
in table 50. The correlated uncertainties of the F γZ

2 measurement consist of contributions from the
point-to-point correlated sources of uncertainties. The dominant contribution at low Q2 and low
y is the normalisation uncertainty of 1.5% of each data set. The global luminosity uncertainty of
2.3% is not included.

7.5 Measurement of xF γZ
3

The new combined HERA I+II NC unpolarised cross section measurements for e+p and e−p scat-
tering are used to update the previous measurement of the structure function xF γZ

3 [2, 3]. Only data
taken at Ep = 920 GeV are used for this determination. The structure function xF̃3 is obtained in
a simultaneous fit with xF̃3, σ̃±0 ≡ F̃±

2 − y2/Y+F̃
±
L and nuisance parameters for the systematics

shifts bj being free minimisation parameters. The χ2 function for the minimisation is

χ2
(

σ̃±0 , xF̃
±
3 , b

)

=
∑

i

[(

σ̃±0,i ∓
Y−

Y+
xF̃±

3,i

)

−
∑

j Γi,jbj − µ±
i

]2

∆2
i

+
∑

j

b2j . (7.4)
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F2ɣZ

xF3 terms eliminated by subtracted e-p from e+p

Due to different couplings F2ɣZ has different
sensitivity to U-type and D-type compared to F2



Neutrino Interactions Workshop - Rio de Janeiro - Oct. 2012Eram Rizvi 14

Apply momentum/counting sum rules:

dx ⋅uv = 2
0

1

∫         dx ⋅dv = 1
0

1

∫

dx ⋅ (xuv + xdv + xU + xD + xg) = 1
0

1

∫
Parameter constraints:
BUbar = BDbar

sea = 2 x (Ubar +Dbar)
Ubar = Dbar at x=0
fs = sbar/Dbar

Q02 = 1.9 GeV2  (below mc)

Q2  > 3.5 GeV2

2 x 10-4 < x < 0.65
Fits performed using RT-VFNS
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eters B for the up and down valence quark distributions. The resulting parameterisations at the
starting scale Q2

0 are

xg(x) = Agx
Bg(1− x)Cg −A′

gx
B′

g(1− x)25 , (6.5)

xuv(x) = Auvx
Buv (1− x)Cuv

(

1 + Euvx
2
)

, (6.6)

xdv(x) = Advx
Bdv (1− x)Cdv , (6.7)

xU(x) = AUx
BU (1− x)CU , (6.8)

xD(x) = ADx
BD(1− x)CD . (6.9)

The uncertainties in the PDF determinations arise from experimental uncertainties as well as
from assumptions in the QCD analysis. The PDF experimental uncertainties are estimated using
a Monte Carlo technique [88]. The method consists of preparing N replica data sets in which the
central values of the cross sections fluctuate within their statistical and systematic uncertainties
taking into account all point-to-point correlations. The preparation of the data is repeated N " 400

times and for all these replicas complete NLO QCD fits are performed to extract 400 different PDF
sets. The one standard deviation band of the experimental PDF uncertainties is estimated using
the root-mean-squared of the PDF sets obtained for the replicas. The band is then attributed to the
central fit resulting in an asymmetric uncertainty, as the central fit does not necessarily coincide
with the mean of the N replicas.

Parametrisation uncertainties correspond to the set of 14 parameter fits considered in the χ2

optimisation (compared to the 13 parameter central value fit) and to the variations of the starting
scale Q2

0. The uncertainties are constructed as an envelope built from the maximal deviation at
each x value from the central fit. The variations of Q2

0 mostly increase the PDF uncertainties of the
sea and gluon at small x.

Model uncertainties are evaluated by varying the input assumptions and follow the variations
adopted in HERAPDF1.0 [17]. The variation of input values chosen for the central fit is specified
in table 6. The strange quark fraction is varied between 0.23 and 0.38 [19]. However, recent results
from the ATLAS collaboration [89] hint at an unsuppressed strange quark sea distribution with
fs = 0.5 that exceeds the variation range for fs, as given above. This value of fs is also studied.

The difference between the central fit and the fits corresponding to model variations of fs,
Q2

min, the charm quark mass mc and the beauty quark mass mb are added in quadrature, separately
for positive and negative deviations, and represent the model uncertainty of the H1PDF 2012 fit.

The total PDF uncertainty is obtained by adding in quadrature the experimental, model and
parametrisation uncertainties.

7 Results

7.1 NC and CC double differential cross sections

7.1.1 Measurements with polarised lepton beams

The reduced cross sections σ̃NC,CC(x,Q2) measured in the kinematic range 120 ≤ Q2 ≤
50 000GeV2 and 0.002 ≤ x ≤ 0.65 for NC, and 300 ≤ Q2 ≤ 30 000GeV2 and 0.008 ≤ x ≤ 0.4

for CC are shown in figures 8–11 and given in tables 13–20. The NC cross sections corresponding
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Parameter Central Value Lower Limit Upper Limit

fs 0.31 0.23 0.38

mc (GeV) 1.4 1.35 (for Q2
0 = 1.8GeV) 1.65

mb (GeV) 4.75 4.3 5.0

Q2
min (GeV2) 3.5 2.5 5.0

Q2
0 (GeV2) 1.9 1.5 (fs = 0.29) 2.5 (mc = 1.6, fs = 0.34)

Table 6. Central values of input parameters to the QCD fit and their variations.

to the left and right handed polarised lepton beams e± (figures 8 and 9) are found to agree at low
Q2 (! 1 000GeV2). At higher Q2 and at high y, deviations are observed between the measured
cross sections of the L and R data sets as expected from the parity violation of Z boson exchange
at high Q2. The CC reduced cross sections for the L and R data sets are very different for all Q2

(figures 10 and 11) as parity violation is maximal with W boson exchange. These cross sections
agree well with the H1PDF 2012 fit, which is also shown. Both the statistical and systematic pre-
cision have substantially improved with respect to the corresponding measurements from HERA I
with the unpolarised lepton beams.

The NC reduced cross sections for e±p collisions in the phase-space of 0.19 < y < 0.63 and
90 ≤ Q2 ≤ 800GeV2 are also measured in y and Q2 bins for Pe = 0 by combining the left and
right handed polarised data sets and correcting for small residual polarisation effects. These cross
sections are presented in tables 21 and 22. However, these cross sections are redundant with those
presented in tables 13–16 and therefore they should not be used together in a fit.

The high y measurement is restricted to the Q2 range 60 ≤ Q2 ≤ 800GeV2 where the
sensitivity to the beam polarisation is small. Therefore the left and right handed polarised data sets
are combined for the measurements shown in figure 12 and given in tables 23 and 24. Within the
experimental uncertainties, the two sets of measurements are in agreement. The high y data are
also well described by H1PDF 2012. The error bands correspond to the total uncertainty of the
fit. The asymmetry of the uncertainty is due to the effect of the assumptions and the experimental
uncertainty of the QCD analysis, as described in section 6.1.

The L and R data sets are combined accounting for the small residual polarisation to provide
unpolarised (Pe = 0) cross section measurements presented in tables 25–28. These are then used
in the combination with HERA I measurements. It should be noted that these tables are given for
completeness and they should not be used in any fit together with the corresponding polarised cross
sections, as they are redundant.

7.1.2 Combination with previous H1 measurements

The new unpolarised HERA II cross section measurements are combined with previously pub-
lished unpolarised H1 measurements from HERA I [1–3]. The combination is performed taking
into account correlated systematic uncertainties represented as nuisance parameters [5, 90]. The
correlation of uncertainties across different data sets is given in table 4 and follows the prescription
given in [3]. The HERA II systematic uncertainties are in general considered uncorrelated with
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Experimental uncertainties produced using RMS spread of 400 replica fits
Parameterisation uncertainty determined from envelope of 14 parameter fit & Q02 variations
Error band is applied to central value fit ⇒ asymmetric errors since mean of replicas ≠ central fit

13 parameter fit: additional flexibility given to uv and dv compared to H1PDF2009 / HERAPDF1.0
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The fit strategy follows closely the one adopted for the determination of the HERAPDF1.0
sets [17]. The QCD predictions for the differential cross sections are obtained by solving the
DGLAP evolution equations [77–81] at NLO in the MS scheme with the renormalisation and fac-
torisation scales chosen to be Q. The heavy quark coefficient functions are calculated in the RT
general-mass variable-flavour-number scheme [82]. The result is cross checked against the ACOT
scheme variant [83] that takes full account of quark masses. The heavy quark masses for charm,
mc = 1.4GeV and beauty, mb = 4.75GeV are chosen following [84]. The strong coupling
constant is fixed to αs(M2

Z) = 0.1176 [85], as used for the HERAPDF1.0 NLO sets.
The χ2 function which is minimised using the MINUIT package [86] is defined similarly

to [17] as

χ2 =
∑

i

[

µi −mi

(

1−
∑

j γ
i
jbj

)]2

δ2i,uncm
2
i + δ2i,statµimi

(

1−
∑

j γ
i
jbj

)+
∑

j

b2j +
∑

i

ln
δ2i,uncm

2
i + δ2i,statµimi

δ2i,uncµ
2
i + δ2i,statµ

2
i

, (6.1)

where mi is the theoretical prediction and µi is the measured cross section at point i, (Q2, x, s) with
the relative statistical and uncorrelated systematic uncertainty δi,stat, δi,unc, respectively. The above
χ2 definition takes into account that the quoted uncertainties are based on measured cross sections,
which are subject to statistical fluctuations. Therefore one needs to correct for possible biases by
using the expected instead of the observed number of events with the corresponding errors scaled
accordingly. The correlations between data points caused by systematic uncertainties are also taken
into account in the fit via the χ2 definition, with γij denoting the relative correlated systematic
uncertainties and bj their shifts with a penalty term

∑

jb
2
j added. A ln term is introduced in addition

which arises from the likelihood transition to χ2 when the scaling of the errors is applied.
The systematic uncertainties for the polarised measurements of the high Q2 HERA II NC nom-

inal and high y and CC cross sections are described in detail in section 5.6. The correlations among
the uncertainty sources across the data sets are summarised in table 4. The new measurements
reported here have a common normalisation uncertainty of 2.3% originating from the luminosity
measurement based on the QED Compton analysis (δL5 in table 4). Each data set has an additional
uncorrelated normalisation uncertainty of 1.5% (δL6−δL9 in table 4). The uncertainty is correlated
for all measurement points within the data set. The uncorrelated normalisation uncertainty for the
unpolarised HERA II NC high y data is a luminosity weighted average of the left and right handed
polarised periods. The combined low Q2 data set has 47 sources of uncertainty which are assumed
to be uncorrelated with those of the high Q2 data sets and are not listed in table 4 but are described
in [75]. The only exception is the common normalisation uncertainty of 0.5% arising from the
theoretical uncertainty in the Bethe-Heitler cross section. This is considered to be correlated with
all HERA I data sets (δL1 in table 4). The combined data with low proton beam energies has nine
sources of correlated systematic uncertainty that are treated independently from all other sources
except for δL1.

For the polarised HERA II data there is an additional source of uncertainty arising from the
polarisation measurement as described in section 5.6. This affects the construction of the theo-
retical differential cross sections and it is accounted for in the QCD fit procedure by allowing the
polarisation to vary within its uncertainties as follows:

P i
e = P i

e · (1± δPi) with δPi = δiunc · b
i
unc ⊕ γiTPOL · bTPOL ⊕ γiLPOL · bLPOL, (6.2)

– 23 –

Errors prop to measured values - avoid stat fluctuations by scaling errors by expectation mi

Modified χ2  definition includes ln term to account for likelihood transition to χ2  after error scaling

New PDF fit performed: can be thought of as a ‘stepping-stone’ towards HERAPDF2.0

µi
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bj
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measurement i
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correlated sys source j

correlated error i,j
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H1PDF 2012

χ2 /ndf = 1570/1461 = 1.07

Fit with unsuppressed strange sea (fs=0.5) is well within error bands
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Figure 17. Parton distribution functions of H1PDF 2012 at the starting scale Q2 = 1.9GeV2. The gluon
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3.5.3 Quarks and anti-quarks at high x

The Drell-Yan measurements from fixed target experiments are also extremely useful to con-
strain the quark and anti-quark densities at high x. This is illustrated in Fig. 26, which uses
again the NNPDF2.1 sets released in the LHAPDF interface. The HERA data alone provide
very little constraints on the anti-quark densities at x ∼ O(0.1). Fixed target neutrino DIS ex-
periments, which measured both νN and ν̄N cross sections, provide a separation between the
valence and the sea quarks at high x. As a result, a fit to the full DIS data reduces the uncertainty
on the anti-quark densities at high x. However, the resulting uncertainty on d̄(x) remains large,
e.g. ∼ 40% at x ∼ 0.2. With the addition of the fixed target Drell-Yan data, this uncertainty is
reduced down to ∼ 10%. The other datasets included in NNPDF2.1 do not reduce further the
uncertainties.

Figure 26 also shows the uncertainties obtained in a fit using only data from the collider ex-
periments (H1 and ZEUS, D0 and CDF). Although the Tevatron data help constrain the d̄(x)
distribution at high x, their impact is not as large as that of the Drell-Yan data, and their impact
on the uncertainty of ū(x) at high x is marginal. The measurement of high mass di-lepton pro-
duction at the LHC will obviously bring further constraints on anti-quarks at high x, assuming
that effects of physics beyond the Standard Model do not distort the mass spectrum24.

x

re
la

tiv
e 

un
ce

rta
in

ty
 o

n 
ub

ar
(x

)
NNPDF 2.1

Q = 100 GeV

NNLO NNPDF2.1 sets

HERA only
collider
DIS
DIS + DY

0

0.25

0.5

0.75

1

1.25

1.5

1.75

2

10 -1 0

0.25

0.5

0.75

1

1.25

1.5

1.75

2

10 -1

x

re
la

tiv
e 

un
ce

rta
in

ty
 o

n 
db

ar
(x

)

NNPDF 2.1

Q = 100 GeV

NNLO NNPDF2.1 sets

HERA only
collider
DIS
DIS + DY
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and from the same fit but applied to a subset of experimental data.

24Several new phenomena may lead to an enhancement or to a reduction of the production of a high mass di-
lepton pair at the LHC as e.g. qqll contact interactions, quark substructure, or “towers” of Kaluza-Klein gravitons
in models with large extra spatial dimensions.
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As already mentioned in Sec. III D when discussing
dAu data, our extracted nuclear modifications RA

g for
the gluon density are expected to differ significantly from
those determined by EPS [5]. Indeed, as can be seen in
Fig. 14, we find a much less pronounced anti-shadowing
region around xN ! 0.1 and EMC effect at large xN

than in the EPS analysis, mainly driven by the way
in which the dAu data are analyzed; see discussions in
Sec. III D above. Differences with our previous fit [3]
are small, however, despite not incorporating any dAu
data and defining RA

g through a convolution with free
proton PDFs, see Eq. (5). Compared to EPS, our best
fit has significantly less shadowing at Q2 = 10GeV2 in
the unmeasured small xN region, but our uncertainty
band clearly underestimates the true uncertainties in this
regime and is biased by the chosen functional form which
is optimized to provide a good description of the data.

It is important to notice that despite finding a com-
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BRAHMS and STAR [44, 45] is essentially sensitive to
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HERAPDF 2.0

HERAPDF2.0
Include final: 
HERA-I low/medium Q2 precision F2

HERA-II high Q2 polarised NC/CC data
HERA-II low/medium Ep=575/460 GeV energy NC data
HERA-I+II F2cc combined data - almost ready

HERA-I+II multijet data - awaiting H1 publication

Expect several fits:
NLO vs NNLO
NLO will be: inclusive NC/CC data   &   inclusive + F2cc (+ jets?)
Include fit to αS

MC method for experimental errors will be used

Timescale ~ spring 2013 (DIS workshop?)

HERAPDF philosophy: Fewer data sets → better control of experimental uncertainties
PDF experimental uncertainty defined by Δχ2=1 criterion
Compare to MSTW / CTEQ: effectively use Δχ2=50 to 100 
Avoid complications of data using nuclear targets
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Figure 21: Experimental data which enter in the NNPDF global analysis (from [176]).

the sea densities. In particular, they set important constraints on the anti-quark densities at
medium and high x, which are not well known from DIS data alone. Comparing the Drell-Yan
cross sections measured in pp and pd provides important constraints on the ratio d̄/ū at medium
x.

The exclusive production of muon pairs in neutrino-nucleon scattering, νµs → µc → µµX , is
the only pre-LHC process that sets direct constraints on the strange density22.

The Tevatron measurements of inclusive jet cross sections set the strongest constraints on the
gluon density at high x. The measurements of W and Z production at the Tevatron mostly
constrain the u and d densities in the valence domain. Since the u density is already well
constrained by the DIS experiments, they improve our knowledge of the d density and of the
ratio d/u at medium x.

The addition of non-HERA data in the QCD analyses typically leads to O(3000) data points
to be included in the fit. Fig. 21 shows how the experimental data included in the NNPDF2.0
and NNPDF2.1 analyses are distributed in the (x,Q2) plane. These two fits include 2841 points
from DIS experiments (with 743 HERA points), 318 points of Drell-Yan production in fixed
target experiments, 186 points of jet production at the Tevatron, and 70 points of vector boson
production by D0 and CDF.

In this section we mostly discuss results from the MSTW08, CT10 and NNPDF2.1 NLO anal-
yses. They are based on a similar experimental input and use a GM-VFNS for the treatment of
heavy flavours. The MSTW08 analysis parameterises g, the valence quark densities uv and dv,

22Measurements of multiplicities of strange hadrons, performed by the HERMES experiment [212], should also
constrain the strange PDF, once the experimental observables are corrected for fragmentation effects. However,
they have not yet been included in any global QCD analysis.
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Tevatron Z rapidity
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HERA-II high Q2 data

Drell-Yan fixed target
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DIS fixed target
NMC / BCDMS

Combinations of the experimental observables listed here allow flavour separated PDFs of the
proton to be extracted in pQCD analyses, as discussed in chapter 3.
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Figure 14: The kinematic plane in (x,Q2) accessed by the DIS and hadron collider experiments.
From [73].

Experiment Measurement xmin xmax
Q2

min Q2
max ref. Beam Energy

(GeV2) (GeV2) (GeV)
SLAC ep, ed F p

2 , F
d
2 0.06 0.9 0.6 30 [93, 94] 4− 20

SLAC ep, ed Rp, Rd 0.1 0.9 0.6 20 [92] 4− 17
BCDMS µp, µd F p

2 , F d
2 0.07 0.8 7.5 230 [96, 97] 100, 120, 200, 280

BCDMS µp, µd Rp, Rd 0.07 0.7 15 50 [96, 97] 100, 120, 200, 280
NMC µp, µd F p

2 , F
d
2 0.008 0.5 0.8 65 [58] 90, 120, 200, 280

NMC µp, µd Rp, Rd 0.0045 0.11 1.4 21 [58] 90,120, 200, 280
NMC µp, µd F p

2 /F
d
2 0.002 0.7 0.2 100 [99] 90,120, 200, 280

E665 µp, µd F p
2 , F

d
2 0.0009 0.4 0.2 64 [59] 470

HERA
√
s (GeV)

H1/ZEUS ep σ̃NC , σ̃CC 10−5 0.65 0.1 30 000 [61] 301, 319
H1/ZEUS ep FL 0.00003 0.01 1.5 120 [123, 124] 225, 250

Neutrino Experiments Beam Energy (GeV)
CCFR νµFe/ν̄µFe F2, xF ν

3 0.015 0.65 1.2 126 [102] 30− 500
NuTeV νµFe/ν̄µFe F2,xF ν

3 − xF ν̄
3 0.015 0.75 1.2 125 [103–105] 30− 360

CCFR&NuTeV νµFe/ν̄µFe νN/ν̄N → µ+µ−X 0.02 0.36 1.2 117 [107] 30− 500
CHORUS νµPb/ν̄µPb F2,xF3 0.02 0.65 0.3 82 [110] 30− 360

Hadron Beam Experiments
√
s (GeV)

E605 pCu σpN 0.14 0.65 51 286 [144] 800
E772 pd σpN 0.026 0.56 23 218 [145] 800

E866/NuSea pp/pd σpp/σpd 0.026 0.56 21 166 [147] 800
CDF/D0 pp̄ σW,Z , YZ , A(YW ) ∼ 0.003 ∼ 0.8 M2

W M2
Z [152, 157, 158] 1800, 1960

CDF/D0 pp̄ pp̄ → incl. jets ∼ 0.003 ∼ 0.8 0.1 ∼ 105 [161, 162] 1800, 1960

Table 1: Table of datasets generally used in current QCD fits. The kinematic range of each
measurement in x and Q2 and the incident beam energy are also given. The normalisation
uncertainties of the charged lepton scattering experiments are typically 2− 3%.
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Data Sets in Global PDF Analyses

Typical datasets used in global PDF analyses
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LHC Constraints
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Figure 35: Predicted cross sections at NLO (left) and NNLO (right) for Higgs production with
68% confidence level uncertainties as a function of MH . The ratio to MSTW08 prediction is
shown. From [236].

the NNLO uncertainties evaluated using the MSTW08 PDFs (and their prescription) including
scale uncertainties, αs variations and the choice of b and c quark masses are found to be +2.9

−2.4%
and +5.0

−4.7% for Z production production at 68% and 90% CL respectively.

4.3 First LHC measurements

4.3.1 Electroweak measurements

The initial measurements of theW and Z production total and differential cross sections have
now been published by ATLAS [241], CMS [242–244] and LHCb [245]. The Z production
cross section is sensitive to the dominant combinations uū + dd̄ + ss̄, whereas W+ probes
ud̄ + cs̄ and W− probes dū + sc̄. Thus the flavour structure of the proton is accessible via
measurements ofW+ andW− production, or through theW lepton charge asymmetry A(η):

A(η) =
dσ/dη(W+ → l+ν)− dσ/dη(W− → l−ν̄)

dσ/dη(W+ → l+ν) + dσ/dη(W− → l−ν̄)
(57)

which have recently been published [241, 245–248]. The most precise measurements of the
asymmetry in pp̄ collisions from D0 show some tension with the CDF measurements and
to some extent with other DIS data (see 3.5.1). At the LHC the spread of predictions for
this observable can be as much as a factor of two larger than the 90% CL uncertainty from
MSTW08 [236]. Fits to the di-muon production data in ν and ν̄ induced DIS prefer an en-
hanced s compared to s̄ contribution (see section 3.5.5), although the significance of this find-
ing is weak. Since the contribution of s/s̄ to Z and W production is large at the LHC (up to
20% and 27% respectively at NLO [249]) new LHC data could help resolve the issue and set
interesting constraints in the strange sector. First studies were carried out in [250] and pursued
in [213].
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W± lepton charge asymmetry

W + :ud + cs
W − :du + sc

D0 measurements show tension with CDF
Alleviated with improved flexibility of PDF functions? 
(Thorne, PDF4LHC Workshop, Sept 2012)

space with the lepton pT required to be above 20 GeV. The NLO predictions of CTEQ6.6,
HERAPDF1.0 and MSTW08 are in reasonable agreement with the data shown, although here,
better agreement with MSTW08 is observed albeit within larger experimental uncertainties. Of
particular interest is the region accessed by the LHCb measurement for ηl > 2.5 where the
predictions are in agreement with each other and the data but with relatively large uncertainties.
Thus current and future measurements are expected to have a visible impact in reducing the
PDF uncertainties and improving the consistency between PDF sets at large and small ηl.
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Figure 38: Charged lepton asymmetry inW decays at the LHC. Left: CMS electron measure-
ment for pT > 35 GeV with 840 pb−1 from [248]. Right: combined electron and muon channel
measurements from ATLAS, CMS and LHCb for pT > 20 GeV with 35− 36 pb−1 from [253].

4.3.2 Inclusive jet cross sections

Differential inclusive jet cross sections d2σ/dydpT at
√
s = 7 TeV are available from AT-

LAS [254] and CMS [255] and an example of the data can be seen in Fig. 39. Even with the
modest luminosity of ∼ 35 pb−1 the measurements extend to jet transverse momenta of about
1.5 TeV. The wide η range of the ATLAS and CMS calorimeters compared to the Tevatron
experiments allows the jet cross sections to be measured up to high rapidities of 4.4. The mea-
surements are sensitive to partonic momentum fractions x of ∼ 10−5 < x < 0.9, however the
precision is limited by the knowledge of the detector calibration. Jet cross sections exhibit a
very sharply falling jet pT spectrum (see for example Fig. 13), therefore small changes in the
jet energy scale lead to large correlated shifts in the cross sections. Currently this leads to mea-
surement uncertainties of about 10 − 60% dominated by a scale uncertainty of 3 − 4% in the
central detector regions for moderate jet pT and rising to ∼ 12% at the highest y.

4.3.3 The NNPDF2.3 PDFs

Global fits that include the early LHC measurements described above have been performed by
the NNPDF collaboration.

76

 probes flavour structure

predictions with next-to-next-to-leading log (NNLL) corrections [265] both have a similar ac-
curacy of about ±4% for the scale variation uncertainty and ±5% for the PDF uncertainty
evaluated using only the MSTW08 NNLO set at 90% CL. This estimated PDF uncertainty is
smaller than the spread of different predictions as discussed in 4.2, and the measurements are
expected to constrain the differences between the PDF sets.

A first measurement of the normalised differential tt̄ cross section is now available performed
with a 2 fb−1 data sample at

√
s = 7 TeV [266] in the single lepton (e+µ) channel. The data are

shown in Fig. 41 and compared to NLO and NLO+NNLL predictions. A precision of 10−20%
is achieved which is limited by uncertainties related to the jet energy scale and resolution.
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Figure 41: Normalised tt̄ differential cross section at
√
s = 7 TeV compared to four NLO and

NLO+NNLL predictions. From [266].

4.3.5 Prompt photon production

The potential sensitivity of measurements of isolated photon hadro-production on the gluon
density has been mentioned in section 2.4.4, in the context of pre-LHC experiments. In pp
collisions at the LHC, the relative contribution of the QCD Compton process qg → γq to prompt
photon production is enhanced compared to what happens in pp̄ collisions at the Tevatron, where
qq̄ annihilations qq̄ → γg also play an important role. Moreover, in the large kinematic domain
where the measurement can be performed at the LHC, the gluon density is involved in a broad
range of Bjorken-x, from O(10−3) at rapidities of |η| $ 2 and low transverse energy to O(0.1)
at central pseudo-rapidities and high ET [170]. Hence, the impact of LHC prompt photon
measurements on the gluon PDF is expected to be significant.

First measurements of isolated prompt photon production have been published by the AT-
LAS [267] and CMS [268] experiments using pp data30 taken at

√
s = 7 TeV corresponding

to an integrated luminosity of ∼ 35 pb−1. For example, the CMS measurement, made in four
30 Measurements have also been made at

√
s = 2.76 TeV, in pp and in Pb-Pb collisions [269].

79

Top/anti-top differential cross section
At √s=14 TeV dominant contribution 90% is from gg
Constrains high x gluon

√s=7 TeV

http://conference.ippp.dur.ac.uk/conferenceDisplay.py/?confId=331
http://conference.ippp.dur.ac.uk/conferenceDisplay.py/?confId=331


Neutrino Interactions Workshop - Rio de Janeiro - Oct. 2012Eram Rizvi 21

LHC inclusive jets
Can reach very high x ~ 0.9
Constrains qq and qg at high x
Large detector uncertainty from energy scale
Reduce error by taking cross section ratio at different √s

⇒ correlated systematic errors ~cancel
Atlas published data for √s=2.76 TeV and √s=7 TeV

Tx

-210×2 -110 -110×2

) 
[%

]
T

(y
,x

ρ
R

e
la

tiv
e

 u
n

ce
rt

a
in

ty
 o

n
 

-30

-20

-10

0

10

20

30
ATLAS

  Total

  JER

  JES

  

  Unfolding

  Others

-1 dt = 0.20 pbL ∫
=7 TeV

2
s=2.76 TeV / 

1
s

 R=0.6
t

anti-k

|y|<0.3

Preliminary 

(a) ρ(y,xT), |y|< 0.3

Tx

-210×2 -110

) 
[%

]
T

(y
,x

ρ
R

e
la

tiv
e

 u
n

ce
rt

a
in

ty
 o

n
 

-60

-40

-20

0

20

40

60
ATLAS

  Total

  JER

  JES

  

  Unfolding

  Others

-1 dt = 0.20 pbL ∫
=7 TeV

2
s=2.76 TeV / 

1
s

 R=0.6
t

anti-k

|y|<2.8≤2.1

Preliminary 

(b) ρ(y,xT),2.1≤ |y|< 2.8

Tx

-210×2 -210×3 -210×4

) 
[%

]
T

(y
,x

ρ
R

e
la

tiv
e

 u
n

ce
rt

a
in

ty
 o

n
 

-250

-200

-150

-100

-50

0

50

100

150

200

250
ATLAS

  Total

  JER

  JES

  

  Unfolding

  Others

-1 dt = 0.20 pbL ∫
=7 TeV

2
s=2.76 TeV / 

1
s

 R=0.6
t

anti-k

|y|<4.4≤3.6

Preliminary 

(c) ρ(y,xT),3.6≤ |y|< 4.4

 [GeV]
T

p
30 40 210 210×2

) 
[%

]
T

(y
,p

ρ
R

e
la

tiv
e

 u
n

ce
rt

a
in

ty
 o

n
 

-20

-15

-10

-5

0

5

10

15

20
ATLAS

  Total

  JER

  JES

  

  Unfolding

  Others

-1 dt = 0.20 pbL ∫
=7 TeV

2
s=2.76 TeV / 

1
s

 R=0.6
t

anti-k

|y|<0.3

Preliminary 

(d) ρ(y, pT), |y|< 0.3

 [GeV]
T

p
30 40 50 210 210×2

) 
[%

]
T

(y
,p

ρ
R

e
la

tiv
e

 u
n

ce
rt

a
in

ty
 o

n
 

-40

-30

-20

-10

0

10

20

30

40
ATLAS

  Total

  JER

  JES

  

  Unfolding

  Others

-1 dt = 0.20 pbL ∫
=7 TeV

2
s=2.76 TeV / 

1
s

 R=0.6
t

anti-k

|y|<2.8≤2.1

Preliminary 

(e) ρ(y, pT),2.1≤ |y|< 2.8

 [GeV]
T

p
30 40 50 60

) 
[%

]
T

(y
,p

ρ
R

e
la

tiv
e

 u
n

ce
rt

a
in

ty
 o

n
 

-100

-50

0

50

100

ATLAS

  Total

  JER

  JES

  

  Unfolding

  Others

-1 dt = 0.20 pbL ∫
=7 TeV

2
s=2.76 TeV / 

1
s

 R=0.6
t

anti-k

|y|<4.4≤3.6

Preliminary 

(f) ρ(y, pT),3.6≤ |y|< 4.4

Figure 11: The systematic uncertainty on the cross section ratios, ρ(y,xT) and ρ(y, pT), for anti-kt jets
with R= 0.6 in three representative rapidity bins, as a function of the jet xT and of the jet pT, respectively.
In addition to the total uncertainty, the uncertainties from the jet energy scale (JES), the jet energy resolu-

tion (JER), the unfolding procedure and other systematic sources are shown separately. The uncertainty

of the luminosity measurement is not shown.
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large rapidity, translates even relatively modest uncertainties on the transverse momentum into large

changes of the measured cross section. The uncertainty on the jet energy resolution also has a sizable

effect on the total systematic uncertainty of the measurement in the low pT bins. Other systematic un-

certainty sources are found to have smaller impact on the results.
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Figure 5: The systematic uncertainty on the inclusive jet cross section measurement for anti-kt jets with

R= 0.6 in three representative rapidity bins, as a function of the jet pT. In addition to the total uncertainty,
the uncertainties from the jet energy scale (JES), the jet energy resolution (JER), the unfolding procedure

and the other systematic sources are shown separately. The statistical uncertainty and the uncertainty of

the luminosity measurement are not shown.

In total 22 independent sources of systematic uncertainty have been considered. The correlations

of the systematic uncertainties across pT and y are examined and summarised in Table 2. In the table,

88 independent nuisance parameters describe the correlations of systematic uncertainties over the whole

phase space. The systematic effect on the cross section measurement associated with each nuisance

parameter is treated as completely correlated in pT and y. The table also shows the correlation with

respect to the previous
√
s= 7 TeV measurement using 2010 data, which is used in the extraction of the

cross section ratio in Section 12.

11 Inclusive jet cross section at
√
s= 2.76 TeV

The inclusive jet double-differential cross section is shown in Figures 6 and 7 for jets reconstructed

with the anti-kt algorithm with R = 0.4 and R = 0.6, respectively. The measurement extends from the

jet transverse momentum of 20 GeV to 430 GeV in the rapidity region of |y| < 4.4, covering 7 orders

of magnitude in cross section. The results are compared to NLO pQCD predictions calculated with

NLOJET++ using the CT10 PDF set corrected for non-perturbative effects.

The measured cross section is presented in terms of the ratio with respect to the NLO pQCD predic-

tions using the CT10 PDF set in Figures 8 and 9 for jets with R = 0.4 and R = 0.6, respectively. The

results are also compared to the predictions obtained using the PDF sets MSTW 2008, NNPDF 2.1 and

HERAPDF 1.5. The measurement is consistent with all the theory predictions using different PDF sets

within their systematic uncertainties for jets with both distance parameters. However, the data for jets

with R = 0.4 have systematically lower cross section than any of the theory predictions, while such a

tendency is only seen in the forward rapidity regions in the measurement for jets with R= 0.6.
The comparison of the data with the POWHEG prediction, using the CT10 NLO PDF set, is shown

for anti-kt jets with R = 0.4 and R = 0.6 as a function of the jet pT in bins of rapidity in Figure 10.

13

PDF4LHC Workshop  8th October 2012 -  CERN

M.Sutton - PDF constraints from the ATLAS Collaboration

Uncertainties on the ratio of 2.76 TeV to 7 TeV

• Experimental uncertainties on the ratio better than 5% in the central region - better that 30% in the 
forward region at low pT

10

large rapidity, translates even relatively modest uncertainties on the transverse momentum into large

changes of the measured cross section. The uncertainty on the jet energy resolution also has a sizable
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certainty sources are found to have smaller impact on the results.
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R= 0.6 in three representative rapidity bins, as a function of the jet pT. In addition to the total uncertainty,
the uncertainties from the jet energy scale (JES), the jet energy resolution (JER), the unfolding procedure

and the other systematic sources are shown separately. The statistical uncertainty and the uncertainty of

the luminosity measurement are not shown.

In total 22 independent sources of systematic uncertainty have been considered. The correlations

of the systematic uncertainties across pT and y are examined and summarised in Table 2. In the table,

88 independent nuisance parameters describe the correlations of systematic uncertainties over the whole

phase space. The systematic effect on the cross section measurement associated with each nuisance

parameter is treated as completely correlated in pT and y. The table also shows the correlation with

respect to the previous
√
s= 7 TeV measurement using 2010 data, which is used in the extraction of the

cross section ratio in Section 12.

11 Inclusive jet cross section at
√
s= 2.76 TeV

The inclusive jet double-differential cross section is shown in Figures 6 and 7 for jets reconstructed

with the anti-kt algorithm with R = 0.4 and R = 0.6, respectively. The measurement extends from the

jet transverse momentum of 20 GeV to 430 GeV in the rapidity region of |y| < 4.4, covering 7 orders

of magnitude in cross section. The results are compared to NLO pQCD predictions calculated with

NLOJET++ using the CT10 PDF set corrected for non-perturbative effects.

The measured cross section is presented in terms of the ratio with respect to the NLO pQCD predic-

tions using the CT10 PDF set in Figures 8 and 9 for jets with R = 0.4 and R = 0.6, respectively. The

results are also compared to the predictions obtained using the PDF sets MSTW 2008, NNPDF 2.1 and

HERAPDF 1.5. The measurement is consistent with all the theory predictions using different PDF sets

within their systematic uncertainties for jets with both distance parameters. However, the data for jets

with R = 0.4 have systematically lower cross section than any of the theory predictions, while such a

tendency is only seen in the forward rapidity regions in the measurement for jets with R= 0.6.
The comparison of the data with the POWHEG prediction, using the CT10 NLO PDF set, is shown
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Figure 11: The systematic uncertainty on the cross section ratios, ρ(y,xT) and ρ(y, pT), for anti-kt jets
with R= 0.6 in three representative rapidity bins, as a function of the jet xT and of the jet pT, respectively.
In addition to the total uncertainty, the uncertainties from the jet energy scale (JES), the jet energy resolu-

tion (JER), the unfolding procedure and other systematic sources are shown separately. The uncertainty

of the luminosity measurement is not shown.
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Figure 11: The systematic uncertainty on the cross section ratios, ρ(y,xT) and ρ(y, pT), for anti-kt jets
with R= 0.6 in three representative rapidity bins, as a function of the jet xT and of the jet pT, respectively.
In addition to the total uncertainty, the uncertainties from the jet energy scale (JES), the jet energy resolu-

tion (JER), the unfolding procedure and other systematic sources are shown separately. The uncertainty

of the luminosity measurement is not shown.
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Figure 5: The systematic uncertainty on the inclusive jet cross section measurement for anti-kt jets with

R= 0.6 in three representative rapidity bins, as a function of the jet pT. In addition to the total uncertainty,
the uncertainties from the jet energy scale (JES), the jet energy resolution (JER), the unfolding procedure

and the other systematic sources are shown separately. The statistical uncertainty and the uncertainty of

the luminosity measurement are not shown.

In total 22 independent sources of systematic uncertainty have been considered. The correlations

of the systematic uncertainties across pT and y are examined and summarised in Table 2. In the table,

88 independent nuisance parameters describe the correlations of systematic uncertainties over the whole

phase space. The systematic effect on the cross section measurement associated with each nuisance

parameter is treated as completely correlated in pT and y. The table also shows the correlation with

respect to the previous
√
s= 7 TeV measurement using 2010 data, which is used in the extraction of the

cross section ratio in Section 12.

11 Inclusive jet cross section at
√
s= 2.76 TeV

The inclusive jet double-differential cross section is shown in Figures 6 and 7 for jets reconstructed

with the anti-kt algorithm with R = 0.4 and R = 0.6, respectively. The measurement extends from the

jet transverse momentum of 20 GeV to 430 GeV in the rapidity region of |y| < 4.4, covering 7 orders

of magnitude in cross section. The results are compared to NLO pQCD predictions calculated with

NLOJET++ using the CT10 PDF set corrected for non-perturbative effects.

The measured cross section is presented in terms of the ratio with respect to the NLO pQCD predic-

tions using the CT10 PDF set in Figures 8 and 9 for jets with R = 0.4 and R = 0.6, respectively. The

results are also compared to the predictions obtained using the PDF sets MSTW 2008, NNPDF 2.1 and

HERAPDF 1.5. The measurement is consistent with all the theory predictions using different PDF sets

within their systematic uncertainties for jets with both distance parameters. However, the data for jets

with R = 0.4 have systematically lower cross section than any of the theory predictions, while such a

tendency is only seen in the forward rapidity regions in the measurement for jets with R= 0.6.
The comparison of the data with the POWHEG prediction, using the CT10 NLO PDF set, is shown

for anti-kt jets with R = 0.4 and R = 0.6 as a function of the jet pT in bins of rapidity in Figure 10.

13

PDF4LHC Workshop  8th October 2012 -  CERN

M.Sutton - PDF constraints from the ATLAS Collaboration

Uncertainties on the ratio of 2.76 TeV to 7 TeV

• Experimental uncertainties on the ratio better than 5% in the central region - better that 30% in the 
forward region at low pT
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large rapidity, translates even relatively modest uncertainties on the transverse momentum into large

changes of the measured cross section. The uncertainty on the jet energy resolution also has a sizable

effect on the total systematic uncertainty of the measurement in the low pT bins. Other systematic un-

certainty sources are found to have smaller impact on the results.
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the uncertainties from the jet energy scale (JES), the jet energy resolution (JER), the unfolding procedure

and the other systematic sources are shown separately. The statistical uncertainty and the uncertainty of

the luminosity measurement are not shown.

In total 22 independent sources of systematic uncertainty have been considered. The correlations

of the systematic uncertainties across pT and y are examined and summarised in Table 2. In the table,

88 independent nuisance parameters describe the correlations of systematic uncertainties over the whole

phase space. The systematic effect on the cross section measurement associated with each nuisance

parameter is treated as completely correlated in pT and y. The table also shows the correlation with

respect to the previous
√
s= 7 TeV measurement using 2010 data, which is used in the extraction of the

cross section ratio in Section 12.
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with the anti-kt algorithm with R = 0.4 and R = 0.6, respectively. The measurement extends from the
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of magnitude in cross section. The results are compared to NLO pQCD predictions calculated with

NLOJET++ using the CT10 PDF set corrected for non-perturbative effects.
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tions using the CT10 PDF set in Figures 8 and 9 for jets with R = 0.4 and R = 0.6, respectively. The

results are also compared to the predictions obtained using the PDF sets MSTW 2008, NNPDF 2.1 and

HERAPDF 1.5. The measurement is consistent with all the theory predictions using different PDF sets

within their systematic uncertainties for jets with both distance parameters. However, the data for jets

with R = 0.4 have systematically lower cross section than any of the theory predictions, while such a

tendency is only seen in the forward rapidity regions in the measurement for jets with R= 0.6.
The comparison of the data with the POWHEG prediction, using the CT10 NLO PDF set, is shown
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Figure 11: The systematic uncertainty on the cross section ratios, ρ(y,xT) and ρ(y, pT), for anti-kt jets
with R= 0.6 in three representative rapidity bins, as a function of the jet xT and of the jet pT, respectively.
In addition to the total uncertainty, the uncertainties from the jet energy scale (JES), the jet energy resolu-

tion (JER), the unfolding procedure and other systematic sources are shown separately. The uncertainty

of the luminosity measurement is not shown.
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LHC Constraints

Other LHC constraints
W++c   &  W−+c  gives access to strange/anti-strange
High mass Drell-Yan → anti-quarks at high x
Prompt photon production qg→ɣq constrains high x gluon
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Summary

• H1 / ZEUS completed their final SF measurements

• New HERA-II data provide tighter constraints at 
high x / Q2

• HERA data provide some of the most stringent 
 constraints on PDFs

• Stress-test of QCD over 4 orders of mag. in Q2

• DGLAP evolution works very well

• HERA data provide a self-consistent data set for 
 complete flavour decomposition of the proton

• New combination of HERA data underway

• Combination ⇒ HERAPDF2.0 QCD fit

• Global PDF analyses now start to use LHC data
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NC and CC cross sections
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CC e+p gives strong
clean constraints on xdv

p
r
o
o
f
s
 
J
H
E
P
_
2
3
9
P
_
0
6
1
2

x
-410 -310 -210 -110

v
xu

-0.4

-0.2

0

0.2

0.4

x
-410 -310 -210 -110

v
xd

-0.6

-0.4

-0.2

0

0.2

0.4

0.6
H1 Collaboration

x
-410 -310 -210 -110

Ux

-0.2

-0.1

0

0.1

0.2

x
-410 -310 -210 -110

Dx

-0.2

-0.1

0

0.1

0.2

x
-410 -310 -210 -110

xU

-0.2

-0.1

0

0.1

0.2

x
-410 -310 -210 -110

xD

-0.2

-0.1

0

0.1

0.2

x
-410 -310 -210 -110

xg

-0.4

-0.2

0

0.2

0.4

Uncert. due to H1 HERA I data

Uncert. due to H1 HERA I+II data

2 = 1.9 GeV2Q

Figure 20. Comparison of relative experimental uncertainties of the PDFs extracted from HERA I (outer)
vs HERA I+II (inner) data sets under the same fit conditions to better assess the effect of the new high Q2

measurements.

– 112 –

xuval xdval

p
r
o
o
f
s
 
J
H
E
P
_
2
3
9
P
_
0
6
1
2
x

-410 -310 -210 -110

v
xu

-0.4

-0.2

0

0.2

0.4

x
-410 -310 -210 -110

v
xd

-0.6

-0.4

-0.2

0

0.2

0.4

0.6
H1 Collaboration

x
-410 -310 -210 -110

Ux

-0.2

-0.1

0

0.1

0.2

x
-410 -310 -210 -110

Dx

-0.2

-0.1

0

0.1

0.2

x
-410 -310 -210 -110

xU

-0.2

-0.1

0

0.1

0.2

x
-410 -310 -210 -110

xD

-0.2

-0.1

0

0.1

0.2

x
-410 -310 -210 -110

xg

-0.4

-0.2

0

0.2

0.4

Uncert. due to H1 HERA I data

Uncert. due to H1 HERA I+II data

2 = 1.9 GeV2Q

Figure 20. Comparison of relative experimental uncertainties of the PDFs extracted from HERA I (outer)
vs HERA I+II (inner) data sets under the same fit conditions to better assess the effect of the new high Q2
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New High x Constraints From LHC
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Figure 11: The systematic uncertainty on the cross section ratios, ρ(y,xT) and ρ(y, pT), for anti-kt jets
with R= 0.6 in three representative rapidity bins, as a function of the jet xT and of the jet pT, respectively.
In addition to the total uncertainty, the uncertainties from the jet energy scale (JES), the jet energy resolu-

tion (JER), the unfolding procedure and other systematic sources are shown separately. The uncertainty

of the luminosity measurement is not shown.
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large rapidity, translates even relatively modest uncertainties on the transverse momentum into large

changes of the measured cross section. The uncertainty on the jet energy resolution also has a sizable

effect on the total systematic uncertainty of the measurement in the low pT bins. Other systematic un-

certainty sources are found to have smaller impact on the results.
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Figure 5: The systematic uncertainty on the inclusive jet cross section measurement for anti-kt jets with

R= 0.6 in three representative rapidity bins, as a function of the jet pT. In addition to the total uncertainty,
the uncertainties from the jet energy scale (JES), the jet energy resolution (JER), the unfolding procedure

and the other systematic sources are shown separately. The statistical uncertainty and the uncertainty of

the luminosity measurement are not shown.

In total 22 independent sources of systematic uncertainty have been considered. The correlations

of the systematic uncertainties across pT and y are examined and summarised in Table 2. In the table,

88 independent nuisance parameters describe the correlations of systematic uncertainties over the whole

phase space. The systematic effect on the cross section measurement associated with each nuisance

parameter is treated as completely correlated in pT and y. The table also shows the correlation with

respect to the previous
√
s= 7 TeV measurement using 2010 data, which is used in the extraction of the

cross section ratio in Section 12.

11 Inclusive jet cross section at
√
s= 2.76 TeV

The inclusive jet double-differential cross section is shown in Figures 6 and 7 for jets reconstructed

with the anti-kt algorithm with R = 0.4 and R = 0.6, respectively. The measurement extends from the

jet transverse momentum of 20 GeV to 430 GeV in the rapidity region of |y| < 4.4, covering 7 orders

of magnitude in cross section. The results are compared to NLO pQCD predictions calculated with

NLOJET++ using the CT10 PDF set corrected for non-perturbative effects.

The measured cross section is presented in terms of the ratio with respect to the NLO pQCD predic-

tions using the CT10 PDF set in Figures 8 and 9 for jets with R = 0.4 and R = 0.6, respectively. The

results are also compared to the predictions obtained using the PDF sets MSTW 2008, NNPDF 2.1 and

HERAPDF 1.5. The measurement is consistent with all the theory predictions using different PDF sets

within their systematic uncertainties for jets with both distance parameters. However, the data for jets

with R = 0.4 have systematically lower cross section than any of the theory predictions, while such a

tendency is only seen in the forward rapidity regions in the measurement for jets with R= 0.6.
The comparison of the data with the POWHEG prediction, using the CT10 NLO PDF set, is shown

for anti-kt jets with R = 0.4 and R = 0.6 as a function of the jet pT in bins of rapidity in Figure 10.
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large rapidity, translates even relatively modest uncertainties on the transverse momentum into large

changes of the measured cross section. The uncertainty on the jet energy resolution also has a sizable

effect on the total systematic uncertainty of the measurement in the low pT bins. Other systematic un-

certainty sources are found to have smaller impact on the results.
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R= 0.6 in three representative rapidity bins, as a function of the jet pT. In addition to the total uncertainty,
the uncertainties from the jet energy scale (JES), the jet energy resolution (JER), the unfolding procedure

and the other systematic sources are shown separately. The statistical uncertainty and the uncertainty of

the luminosity measurement are not shown.

In total 22 independent sources of systematic uncertainty have been considered. The correlations

of the systematic uncertainties across pT and y are examined and summarised in Table 2. In the table,

88 independent nuisance parameters describe the correlations of systematic uncertainties over the whole

phase space. The systematic effect on the cross section measurement associated with each nuisance

parameter is treated as completely correlated in pT and y. The table also shows the correlation with

respect to the previous
√
s= 7 TeV measurement using 2010 data, which is used in the extraction of the

cross section ratio in Section 12.
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The inclusive jet double-differential cross section is shown in Figures 6 and 7 for jets reconstructed

with the anti-kt algorithm with R = 0.4 and R = 0.6, respectively. The measurement extends from the

jet transverse momentum of 20 GeV to 430 GeV in the rapidity region of |y| < 4.4, covering 7 orders

of magnitude in cross section. The results are compared to NLO pQCD predictions calculated with

NLOJET++ using the CT10 PDF set corrected for non-perturbative effects.

The measured cross section is presented in terms of the ratio with respect to the NLO pQCD predic-

tions using the CT10 PDF set in Figures 8 and 9 for jets with R = 0.4 and R = 0.6, respectively. The

results are also compared to the predictions obtained using the PDF sets MSTW 2008, NNPDF 2.1 and

HERAPDF 1.5. The measurement is consistent with all the theory predictions using different PDF sets

within their systematic uncertainties for jets with both distance parameters. However, the data for jets

with R = 0.4 have systematically lower cross section than any of the theory predictions, while such a

tendency is only seen in the forward rapidity regions in the measurement for jets with R= 0.6.
The comparison of the data with the POWHEG prediction, using the CT10 NLO PDF set, is shown

for anti-kt jets with R = 0.4 and R = 0.6 as a function of the jet pT in bins of rapidity in Figure 10.
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Figure 11: The systematic uncertainty on the cross section ratios, ρ(y,xT) and ρ(y, pT), for anti-kt jets
with R= 0.6 in three representative rapidity bins, as a function of the jet xT and of the jet pT, respectively.
In addition to the total uncertainty, the uncertainties from the jet energy scale (JES), the jet energy resolu-

tion (JER), the unfolding procedure and other systematic sources are shown separately. The uncertainty

of the luminosity measurement is not shown.
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Figure 11: The systematic uncertainty on the cross section ratios, ρ(y,xT) and ρ(y, pT), for anti-kt jets
with R= 0.6 in three representative rapidity bins, as a function of the jet xT and of the jet pT, respectively.
In addition to the total uncertainty, the uncertainties from the jet energy scale (JES), the jet energy resolu-

tion (JER), the unfolding procedure and other systematic sources are shown separately. The uncertainty

of the luminosity measurement is not shown.
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large rapidity, translates even relatively modest uncertainties on the transverse momentum into large

changes of the measured cross section. The uncertainty on the jet energy resolution also has a sizable

effect on the total systematic uncertainty of the measurement in the low pT bins. Other systematic un-

certainty sources are found to have smaller impact on the results.
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Figure 5: The systematic uncertainty on the inclusive jet cross section measurement for anti-kt jets with

R= 0.6 in three representative rapidity bins, as a function of the jet pT. In addition to the total uncertainty,
the uncertainties from the jet energy scale (JES), the jet energy resolution (JER), the unfolding procedure

and the other systematic sources are shown separately. The statistical uncertainty and the uncertainty of

the luminosity measurement are not shown.

In total 22 independent sources of systematic uncertainty have been considered. The correlations

of the systematic uncertainties across pT and y are examined and summarised in Table 2. In the table,

88 independent nuisance parameters describe the correlations of systematic uncertainties over the whole

phase space. The systematic effect on the cross section measurement associated with each nuisance

parameter is treated as completely correlated in pT and y. The table also shows the correlation with

respect to the previous
√
s= 7 TeV measurement using 2010 data, which is used in the extraction of the

cross section ratio in Section 12.

11 Inclusive jet cross section at
√
s= 2.76 TeV

The inclusive jet double-differential cross section is shown in Figures 6 and 7 for jets reconstructed

with the anti-kt algorithm with R = 0.4 and R = 0.6, respectively. The measurement extends from the

jet transverse momentum of 20 GeV to 430 GeV in the rapidity region of |y| < 4.4, covering 7 orders

of magnitude in cross section. The results are compared to NLO pQCD predictions calculated with

NLOJET++ using the CT10 PDF set corrected for non-perturbative effects.

The measured cross section is presented in terms of the ratio with respect to the NLO pQCD predic-

tions using the CT10 PDF set in Figures 8 and 9 for jets with R = 0.4 and R = 0.6, respectively. The

results are also compared to the predictions obtained using the PDF sets MSTW 2008, NNPDF 2.1 and

HERAPDF 1.5. The measurement is consistent with all the theory predictions using different PDF sets

within their systematic uncertainties for jets with both distance parameters. However, the data for jets

with R = 0.4 have systematically lower cross section than any of the theory predictions, while such a

tendency is only seen in the forward rapidity regions in the measurement for jets with R= 0.6.
The comparison of the data with the POWHEG prediction, using the CT10 NLO PDF set, is shown

for anti-kt jets with R = 0.4 and R = 0.6 as a function of the jet pT in bins of rapidity in Figure 10.
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large rapidity, translates even relatively modest uncertainties on the transverse momentum into large

changes of the measured cross section. The uncertainty on the jet energy resolution also has a sizable

effect on the total systematic uncertainty of the measurement in the low pT bins. Other systematic un-

certainty sources are found to have smaller impact on the results.
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Figure 5: The systematic uncertainty on the inclusive jet cross section measurement for anti-kt jets with

R= 0.6 in three representative rapidity bins, as a function of the jet pT. In addition to the total uncertainty,
the uncertainties from the jet energy scale (JES), the jet energy resolution (JER), the unfolding procedure

and the other systematic sources are shown separately. The statistical uncertainty and the uncertainty of

the luminosity measurement are not shown.

In total 22 independent sources of systematic uncertainty have been considered. The correlations

of the systematic uncertainties across pT and y are examined and summarised in Table 2. In the table,

88 independent nuisance parameters describe the correlations of systematic uncertainties over the whole

phase space. The systematic effect on the cross section measurement associated with each nuisance

parameter is treated as completely correlated in pT and y. The table also shows the correlation with

respect to the previous
√
s= 7 TeV measurement using 2010 data, which is used in the extraction of the

cross section ratio in Section 12.

11 Inclusive jet cross section at
√
s= 2.76 TeV

The inclusive jet double-differential cross section is shown in Figures 6 and 7 for jets reconstructed

with the anti-kt algorithm with R = 0.4 and R = 0.6, respectively. The measurement extends from the

jet transverse momentum of 20 GeV to 430 GeV in the rapidity region of |y| < 4.4, covering 7 orders

of magnitude in cross section. The results are compared to NLO pQCD predictions calculated with

NLOJET++ using the CT10 PDF set corrected for non-perturbative effects.

The measured cross section is presented in terms of the ratio with respect to the NLO pQCD predic-

tions using the CT10 PDF set in Figures 8 and 9 for jets with R = 0.4 and R = 0.6, respectively. The

results are also compared to the predictions obtained using the PDF sets MSTW 2008, NNPDF 2.1 and

HERAPDF 1.5. The measurement is consistent with all the theory predictions using different PDF sets

within their systematic uncertainties for jets with both distance parameters. However, the data for jets

with R = 0.4 have systematically lower cross section than any of the theory predictions, while such a

tendency is only seen in the forward rapidity regions in the measurement for jets with R= 0.6.
The comparison of the data with the POWHEG prediction, using the CT10 NLO PDF set, is shown

for anti-kt jets with R = 0.4 and R = 0.6 as a function of the jet pT in bins of rapidity in Figure 10.
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Figure 11: The systematic uncertainty on the cross section ratios, ρ(y,xT) and ρ(y, pT), for anti-kt jets
with R= 0.6 in three representative rapidity bins, as a function of the jet xT and of the jet pT, respectively.
In addition to the total uncertainty, the uncertainties from the jet energy scale (JES), the jet energy resolu-

tion (JER), the unfolding procedure and other systematic sources are shown separately. The uncertainty

of the luminosity measurement is not shown.
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Cross section

Cross section ratio

LHC data provide new high x constraints
Yet to be included in QCD fits to PDFs

     ←  two examples  ↓                   

Inclusive jets at √s=2.76 TeV and √s=7 TeV
Constrain qg and gg PDFs 

predictions with next-to-next-to-leading log (NNLL) corrections [265] both have a similar ac-
curacy of about ±4% for the scale variation uncertainty and ±5% for the PDF uncertainty
evaluated using only the MSTW08 NNLO set at 90% CL. This estimated PDF uncertainty is
smaller than the spread of different predictions as discussed in 4.2, and the measurements are
expected to constrain the differences between the PDF sets.

A first measurement of the normalised differential tt̄ cross section is now available performed
with a 2 fb−1 data sample at

√
s = 7 TeV [266] in the single lepton (e+µ) channel. The data are

shown in Fig. 41 and compared to NLO and NLO+NNLL predictions. A precision of 10−20%
is achieved which is limited by uncertainties related to the jet energy scale and resolution.
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Figure 41: Normalised tt̄ differential cross section at
√
s = 7 TeV compared to four NLO and

NLO+NNLL predictions. From [266].

4.3.5 Prompt photon production

The potential sensitivity of measurements of isolated photon hadro-production on the gluon
density has been mentioned in section 2.4.4, in the context of pre-LHC experiments. In pp
collisions at the LHC, the relative contribution of the QCD Compton process qg → γq to prompt
photon production is enhanced compared to what happens in pp̄ collisions at the Tevatron, where
qq̄ annihilations qq̄ → γg also play an important role. Moreover, in the large kinematic domain
where the measurement can be performed at the LHC, the gluon density is involved in a broad
range of Bjorken-x, from O(10−3) at rapidities of |η| $ 2 and low transverse energy to O(0.1)
at central pseudo-rapidities and high ET [170]. Hence, the impact of LHC prompt photon
measurements on the gluon PDF is expected to be significant.

First measurements of isolated prompt photon production have been published by the AT-
LAS [267] and CMS [268] experiments using pp data30 taken at

√
s = 7 TeV corresponding

to an integrated luminosity of ∼ 35 pb−1. For example, the CMS measurement, made in four
30 Measurements have also been made at

√
s = 2.76 TeV, in pp and in Pb-Pb collisions [269].
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Top/anti-top differential cross section
First measurement at √s=7 TeV
Large stat error - future √s=14 TeV will give better 
constraints

√s=7 TeV
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Summary of HERA-I datasets
Combined in HERAPDF1.0

Available since 2009

HERA Structure Function Data

Data Set x Range Q2 Range L e+/e− √s x,Q2 Reconstruction Reference
GeV2 pb−1 GeV Method Equation

H1 svx-mb 95-00 5 × 10−6 0.02 0.2 12 2.1 e+ p 301-319 10,14,16 [1]
H1 low Q2 96-00 2 × 10−4 0.1 12 150 22 e+ p 301-319 10,14,16 [2]
H1 NC 94-97 0.0032 0.65 150 30000 35.6 e+ p 301 15 [3]
H1 CC 94-97 0.013 0.40 300 15000 35.6 e+ p 301 11 [3]
H1 NC 98-99 0.0032 0.65 150 30000 16.4 e− p 319 15 [4]
H1 CC 98-99 0.013 0.40 300 15000 16.4 e− p 319 11 [4]
H1 NC HY 98-99 0.0013 0.01 100 800 16.4 e− p 319 10 [5]
H1 NC 99-00 0.0013 0.65 100 30000 65.2 e+ p 319 15 [5]
H1 CC 99-00 0.013 0.40 300 15000 65.2 e+ p 319 11 [5]
ZEUS BPC 95 2 × 10−6 6 × 10−5 0.11 0.65 1.65 e+ p 301 10 [6]
ZEUS BPT 97 6 × 10−7 0.001 0.045 0.65 3.9 e+ p 301 10, 15 [7]
ZEUS SVX 95 1.2 × 10−5 0.0019 0.6 17 0.2 e+ p 301 10 [8]
ZEUS NC 96-97 6 × 10−5 0.65 2.7 30000 30.0 e+ p 301 18 [9]
ZEUS CC 94-97 0.015 0.42 280 17000 47.7 e+ p 301 11 [10]
ZEUS NC 98-99 0.005 0.65 200 30000 15.9 e− p 319 17 [11]
ZEUS CC 98-99 0.015 0.42 280 30000 16.4 e− p 319 11 [12]
ZEUS NC 99-00 0.005 0.65 200 30000 63.2 e+ p 319 17 [13]
ZEUS CC 99-00 0.008 0.42 280 17000 60.9 e+ p 319 11 [14]

Table 1: H1 and ZEUS data sets used for the combination. The H1 svx-mb [1] and
H1 low Q2 [2] data sets comprise averages including data collected at E p = 820 GeV [35,36]
and Ep = 920 GeV. The formulae for x,Q2 reconstruction are given in section 2.2.

at z = −294 cm close to the beam axis, and a silicon microstrip tracking device (BPT) installed
in front of the BPC.

Both H1 and ZEUS were also equipped with photon taggers, positioned at " 100m down
the e beam line, for a determination of the luminosity from Bethe-Heitler scattering, ep→ epγ.
The measurement accuracy of the luminosity was about 1 − 2% for each of the experiments.

2.4 Data Samples

A summary of the data used in this analysis is given in Table 1. In the first years until 1997, the
proton beam energy Ep was set to 820GeV. In 1998 it was increased to 920GeV. The NC data
cover a wide range in x and Q2. The lowestQ2 ≥ 0.045 GeV2 data come from the measurements
of ZEUS using the BPC and BPT [6,7]. The Q2 range from 0.2 GeV2 to 1.5 GeV2 is covered
using special HERA runs, in which the interaction vertex position was shifted forward allowing
for larger angles of the backward scattered electron to be accepted [1,8,35]. The lowest Q2 for
the shifted vertex data was reached using events, in which the effective electron beam energy
was reduced by initial state radiation [1]. Values of Q2 ≥ 1.5 GeV2 were measured using the
nominal vertex settings. For Q2 ≤ 10 GeV2, the cross section is very high and the data were
collected using dedicated trigger setups [1,9,36]. The highest accuracy of the cross-section
measurement is achieved for 10 ≤ Q2 ≤ 100 GeV2 [2,9,36]. For Q2 ≥ 100 GeV2, the statistical
uncertainty of the data becomes relatively large. The high Q2 data included here were collected
with positron [3,5,9,13] and with electron [4,11] beams. The CC data for e+p and e−p scattering
cover the range 300 ≤ Q2 ≤ 30000 GeV2 [3,5,10,12,14].

12

High Q2 NC and CC data limited to 
 100 pb-1 e+p
   16 pb-1 e−p
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CC Polarisation Dependence
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Figure 8: The e+p NC DIS reduced cross-section σ̃ for positively and negatively
polarised beams plotted as a function of x at fixed Q2. The closed (open) circles
represent the ZEUS data for negative (positive) polarisation. Other details as in
Figure 5.
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Polarised NC Cross Sections

Polarised NC measurements completed
for e+p , e-p , L-handed , R-handed scattering

Difference in L,R scattering visible at high Q2
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HERAPDF1.5
Include additional NC and CC HERA-II data
Complete MSbar NLO and NNLO fit
NLO: standard parameterisation with 10 parameters

HERAPDF1.5f
NNLO: extended fit with 14 parameters

HERAPDF1.0
Combine NC and CC HERA-I data from H1 & ZEUS
Complete MSbar NLO fit
NLO: standard parameterisation with10 parameters
αs = 0.1176  (fixed in fit)

HERAPDF1.6
Include additional NC inclusive jet data 5 < Q2 < 15000
Complete MSbar NLO fit
NLO: standard parameterisation with 14 parameters
αs = 0.1202 ± 0.0013 (exp) ± 0.004 (scales)  free in fit

HERAPDF1.7
Include 41 additional F2cc data 4 < Q2 < 1000
Include 224 combined cross section points Ep=575/460 GeV
Complete MSbar NLO fit
NLO: standard parameterisation with 14 parameters

Compendium for HERAPDF 
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New H1 data are combined with all previously published H1 inclusive cross section measurements

Combined H1 Data

p
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Source Shift in units of standard deviation Shift in % of cross section
δL1 (BH Theory) −0.39 −0.19

δL2 (e+ 94-97) −0.46 −0.66

δL3 (e− 98-99) −0.69 −1.20

δL4 (e+ 99-00) −0.07 −0.10

δL5 (QEDC) 0.81 1.70

δL6, δL7 (e+L+R) 0.84 0.80

δL8, δL9 (e−L+R) 0.84 0.89

Table 7. Shifts of the normalisation parameters δL (see table 4) both for the luminosity measurements
of HERA I (BH Theory) and HERA II (QEDC) and for the individual normalisation of each data set after
combination of HERA I and HERA II measurements. The shifts are expressed in units of standard deviations
of the parameters as well as the fractional change in the cross sections.

those from HERA I apart from the photoproduction background uncertainty. This assumption is
motivated by improvements in the calibration procedures which lead to better determined central
values for the HERA II result. This approach leads to a conservative estimate of the uncertain-
ties for the combined sample. In the years 1994 − 1997 the data were taken at the lower centre
of mass energy of

√
s = 301GeV whilst the other data samples are taken at

√
s = 319GeV.

To take this into account the data at
√
s = 301GeV are corrected to

√
s = 319GeV using the

H1PDF 2012 parametrisation. This correction and the combination are only performed for data
points at y < 0.35 as at larger y the contribution of the longitudinal structure FL is sizable, and
therefore the uncertainty of this correction is minimised. The correction is typically 0.5− 2.5% for
y < 0.35 and never more than 3.8%.

A total of 854 data points are averaged to 413 cross section measurements. The data show
good consistency with a total χ2 per degree of freedom (ndf) of χ2/ndf = 412.1/441. Out of 22
nuisance parameters corresponding to the correlated systematic error sources none develop a sig-
nificant deviation from zero. The values of the nuisance parameters for the global normalisations
are given in table 7 which represents the values as fractions of the normalisation uncertainty and
as absolute shifts in per cent. The adjustments of the relative normalisations are small. The nor-
malisation of the data collected in the years 1999− 2000 stays constant and the other HERA I data
samples shift down by maximally 1.2%, while the HERA II samples shift up by maximally 1.7%.

The combined HERA I+II NC and CC cross sections are shown in figures 13-tables 29-32. The
H1PDF 2012 fit is found to give a good description of the x,Q2 behaviour of the data. The NC data
exhibits a strong rise with decreasing x which can be interpreted as being due to the high density
of low x quarks in the proton. The e−p data are in good agreement with the e+p measurements
for Q2 ! 1 000GeV2. At larger values of Q2 the e−p data are generally higher than the e+p data,
as is expected from the effects of Z boson exchange. The difference is used to extract the xF γZ

3

structure function as described in section 7.5.

In figures 15 and 16, the quark contributions from x(u+ c) and (1− y)2x(d+ s) are indicated
for e−p and e+p data, respectively, illustrating that the CC data can be used to separate the up- and
down-type quark distributions in the proton.

– 28 –

854 data points averaged to 413 measurements
χ2 /ndf = 412/441 = 0.93

Normalisation shifts for H1 data after averaging
Precision medium Q2 
HERA-I data ~unshifted

New high Q2 HERA-II 
data shifted by ~1.7% 
(less than 1 std.dev)
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Data set δL δE δθ δh δN δB δV δS δpol

e+ Combined low Q2 δL1

e+ Combined low Ep δL1

e+ NC 94-97 δL1 δL2 δE1 δθ1 δh1 δN1 δB1 − − −

e+ CC 94-97 δL1 δL2 − − δh1 δN1 δB1 δV 1 − −

e− NC 98-99 δL1 δL3 δE1 δθ2 δh1 δN1 δB1 − − −

e− NC 98-99 high y δL1 δL3 δE1 δθ2 δh1 δN1 − − δS1 −

e− CC 98-99 δL1 δL3 − − δh1 δN1 δB1 δV 2 − −

e+ NC 99-00 δL1 δL4 δE1 δθ2 δh1 δN1 δB1 − δS1 −

e+ CC 99-00 δL1 δL4 − − δh1 δN1 δB1 δV 2 − −

e+ NC high y δL5 δL6, δL7 δE2 δθ3 δh2 δN2 − − δS2 −

e− NC high y δL5 δL8, δL9 δE2 δθ3 δh2 δN2 − − δS2 −

e+ NC L δL5 δL6 δE2 δθ3 δh2 δN2 δB1 − − δP1

e+ CC L δL5 δL6 − − δh2 δN3 δB1 δV 3 − δP1

e+ NC R δL5 δL7 δE2 δθ3 δh2 δN2 δB1 − − δP2

e+ CC R δL5 δL7 − − δh2 δN3 δB1 δV 3 − δP2

e− NC L δL5 δL8 δE2 δθ3 δh2 δN2 δB1 − − δP3

e− CC L δL5 δL8 − − δh2 δN3 δB1 δV 3 − δP3

e− NC R δL5 δL9 δE2 δθ3 δh2 δN2 δB1 − − δP4

e− CC R δL5 δL9 − − δh2 δN3 δB1 δV 3 − δP4

Table 4. Correlation of systematic error sources across different data sets. For each of the nine correlated
systematic error sources one or more parameters are included in the fit procedure. The sources considered
are due to the luminosity uncertainty (δL), the electron energy uncertainty (δE), the electron polar angle
measurement (δθ), the hadronic energy uncertainty (δh), the uncertainty due to noise subtraction (δN ), the
background subtraction error (δB), the uncertainty in measurement of the ratio Vap/Vp (δV ), the error of the
background charge asymmetry (δS), and the error of the polarisation measurement (δpol). The table entries
indicate the correlation of the error sources across the data sets where each numerical index corresponds to
a fit parameter for the given error source. For example, the uncertainty due to the noise subtraction is the
same for all data sets in HERA I leading to one common parameter in the fit (δN1), whereas the Vap/Vp

uncertainty has two independently varying parameters (δV 1 and δV 2) for the CC HERA I data sets.

with index i representing the four different data running periods (δP1− δP4 in table 4). The values
for δunc, γTPOL, and γLPOL are listed in table 5. They correspond to the uncorrelated uncertainties
and to the two uncertainties for the polarisation determination method (LPOL, TPOL) which are
correlated across different data sets. Note that the uncorrelated uncertainties δunc are still correlated
for measurements within a data set. The free parameters biunc, bTPOL and bLPOL are free parameters
of the QCD fit.

The HERA data have a minimum invariant mass of the hadronic system, W , of 15GeV and a

– 24 –

correlation of H1 systematic
error sources

δL1   → 0.5% BH theoretical error 
   HERA-I

δL5   → 2.3% Compton lumi error
   HERA-II 

δL6-9 → 1.5% Compton unc. error
   HERA-II

H1 Systematic Error Source Correlation
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Data Set Number of χ2 (unc. err.)
data points

e+ Combined low Q2 171 196

e+ Combined low Ep 124 132

e+ NC 94-97 130 92

e+ CC 94-97 25 22

e− NC 98-99 126 113

e− NC 98-99 high y 13 5.4

e− CC 98-99 28 19

e+ NC 99-00 147 144

e+ CC 99-00 28 29

e+ NC high y 11 5.6

e− NC high y 11 7.7

e+ NC L 137 124

e+ CC L 28 46

e+ NC R 138 138

e+ CC R 29 40

e− NC L 139 174

e− CC L 29 27

e− NC R 138 142

e− CC R 28 16

Table 10. Results of the H1PDF 2012 fit. For each data set the number of data points are given, along with
the χ2 contribution determined using uncorrelated errors (unc. err.) of the data points.

Data Period Global Per Period Total
Normalisation Normalisation Normalisation

e+ Combined low Q2 0.993 − 0.993

e+ Combined low Ep 0.993 − 0.993

HERA I e+ 94-97 0.993 0.999 0.992

HERA I e− 98-99 0.993 1.003 0.996

HERA I e+ 99-00 0.993 1.005 0.998

HERA II e+ L 1.029 0.991 1.020

HERA II e+ R 1.029 1.013 1.042

HERA II e− L 1.029 1.010 1.039

HERA II e− R 1.029 1.014 1.043

Table 11. Factors corresponding to the global luminosity normalisations (L1, L5), the normalisation for
each data period (L2, L3, L4 for HERA I and L6, L7, L8, L9 for HERA II), and the overall combined
normalisation of the data sets as determined by the QCD fit.

– 30 –

normalisations from H1PDF 2012

Low Q2 data shifted by -0.7%
HERA-1 high Q2 by      -0.3%
HERA-II high Q2 by    +2 to +4%

All shifts are <1.3 std.devs
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HERAPDF1.5
Include additional NC and CC HERA-II data
Complete MSbar NLO and NNLO fit
NLO: standard parameterisation with10 parameters
HERAPDF1.5f
NNLO: extended fit with 14 parameters

xf (x,Q0
2 ) = A ⋅ xB ⋅ (1− x)C ⋅ (1+ Dx + Ex2 )

Apply momentum/counting sum rules:

dx ⋅uv = 2
0

1

∫         dx ⋅dv = 1
0

1

∫

dx ⋅ (xuv + xdv + xU + xD + xg) = 1
0

1

∫
Parameter constraints:
Buv = Bdv

BUbar = BDbar

sea = 2 x (Ubar +Dbar)
Ubar = Dbar at x=0

HERAPDF1.0
Combine NC and CC HERA-I data from H1 & ZEUS
Complete MSbar NLO fit
NLO: standard parameterisation with10 parameters
αs = 0.1176  (fixed in fit)

HERAPDF

xg
xuv  
xdv
xU  
xD

xg
xU = xu + xc
xD = xd + xs
xU = xu + xc
xD = xd + xs

uncertainties in quadrature the χ2 is 532 and for a fit treating all 113 by the Hessian method
the χ2 is 579. The resulting experimental uncertainties on the PDFs are small. Therefore, a
thorough consideration of further uncertainties due to model assumptions and parametrisation
dependence is necessary.

4.2 Theoretical Formalism and Assumptions

The QCD predictions for the structure functions are obtained by solving the DGLAP evolution
equations [21–25] at NLO in the MS scheme with the renormalisation and factorization scales
chosen to be Q2. The programme QCDNUM [48] is used and checked against the programme
QCDfit [49]. The DGLAP equations yield the PDFs at all values of Q2 if they are provided
as functions of x at some input scale Q20. This scale is chosen to be Q20 = 1.9 GeV2 such that
the starting scale is below the charm mass threshold, Q20 < m2c . The light quark coefficient
functions are calculated in QCDNUM. The heavy quark coefficient functions are calculated in
the general-mass variable-flavour-number scheme of [50], with recent modifications [51,52].
The heavy quark masses mc = 1.4 GeV and mb = 4.75 GeV are chosen following [45]. The
strong coupling constant is fixed to αs(M2Z) = 0.1176 [19].
The HERA data have a minimum invariant mass of the hadronic system,W, of 15GeV and

a maximum x of 0.65, such that they are in a kinematic region where there is no sensitivity to
target mass and large-x higher-twist contributions. A minimum Q2 cut of Q2min = 3.5 GeV2 is
imposed to remain in the kinematic region where perturbative QCD should be applicable.
PDFs are parametrised at the input scale by the generic form

x f (x) = AxB(1 − x)C(1 + ε√x + Dx + Ex2). (26)

The parametrised PDFs are the gluon distribution xg, the valence quark distributions xuv, xdv,
and the u-type and d-type anti-quark distributions xŪ, xD̄. Here xŪ = xū, xD̄ = xd̄ + xs̄ at
the chosen starting scale. The central fit is found by first setting the ε, D and E parameters
to zero (this leaves 9 parameters free) and then introducing them in the fit procedure, one at
a time, to determine the best fit. The best 10 parameter fit has Euv ! 0. The other ε, D and
E parameters are then added, one at a time, to determine the best 11 parameter fit. The 11
parameter fits do not represent a significant improvement in fit quality compared to the best
10 parameter fit4. The 10 parameter fit, selected as the central fit, has a good χ2 per degree
of freedom, 574/582, and satisfies the criteria that all the PDFs are positive and they obey the
valence quark approximation that xdv > xd̄ at large x. The resulting parametrisations are

xg(x) = AgxBg(1 − x)Cg , (27)
xuv(x) = Auv xBuv (1 − x)Cuv

(

1 + Euv x2
)

, (28)
xdv(x) = Adv xBdv (1 − x)Cdv , (29)
xŪ(x) = AŪ xBŪ (1 − x)CŪ , (30)
xD̄(x) = AD̄xBD̄(1 − x)CD̄ . (31)

The normalisation parameters, Ag, Auv , Adv , are constrained by the quark number sum-rules and
momentum sum-rule. The B parameters BŪ and BD̄ are set equal, BŪ = BD̄, such that there is
4The largest decrease in χ2 is ∆χ2 = −5, for a fit which has xdv < xd̄ at large x.
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desy-09-158
H1-10-142 / ZEUS-prel-10-018

Q02 = 1.9 GeV2  (below mc)

Q2  > 3.5 GeV2

2 x 10-4 < x < 0.65
Fits performed using RT-VFNS

xs = fsxD strange sea is a fixed fraction fs of D at Q02
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Excellent consistency of input data allow standard
statistical error definition:
Δχ2 = 1

A B C E
xg 6.8 0.22 9.0
xuv 3.7 0.67 4.7 9.7
xdv 2.2 0.67 4.3
xŪ 0.113 −0.165 2.6
xD̄ 0.163 −0.165 2.4

Table 3: Central values of the HERAPDF1.0 parameters.

Variation Standard Value Lower Limit Upper Limit
fs 0.31 0.23 0.38
mc [GeV] 1.4 1.35(a) 1.65
mb [GeV] 4.75 4.3 5.0
Q2min [GeV2] 3.5 2.5 5.0
Q20 [GeV2] 1.9 1.5(b) 2.5(c,d)

(a)Q20 = 1.8 (c)mc = 1.6
(b) fs = 0.29 (d) fs = 0.34

Table 4: Standard values of input parameters and the variations considered.

a single B parameter for the sea distributions. The strange quark distribution is expressed as
x-independent fraction, fs, of the d-type sea, xs̄ = fsxD̄ at Q20. The central value fs = 0.31
is chosen to be consistent with determinations of this fraction using neutrino-induced di-muon
production [45,53]. The further constraint AŪ = AD̄(1 − fs), together with the requirement
BŪ = BD̄, ensures that xū → xd̄ as x → 0. For the central fit, the valence B parameters, Buv
and Bdv are also set equal, but this assumption is dropped when parametrisation variations are
considered. The central values of the parameters are given in Table 3.
Model uncertainties and parametrisation uncertainties of the central fit solution are evaluated

by varying the input assumptions. The variation of numerical values chosen for the central fit
is specified in Table 4. The variation of fs is chosen to span the ranges determined in [45,53].
The variations of Q20 and fs are not independent, since QCD evolution will ensure that the
strangeness fraction increases as Q20 increases. The value fs = 0.29 is used for Q20 = 1.5 GeV2
and the value fs = 0.34 is used for Q20 = 2.5 GeV2 in order to be consistent with the choice
fs = 0.31 at Q20 = 1.9 GeV2. The variations of Q20 and mc are also not independent, since
Q0 < mc is required in the fit programme. Thus when mc = 1.35GeV, the starting scale used
is Q20 = 1.8GeV2. Similarly, when Q20 = 2.5 GeV2 the charm mass used is mc = 1.6 GeV.
In practice, the variations of fs, mc, mb, mostly affect the model uncertainty of the xs̄, xc̄, xb̄,
quark distributions, respectively, and have little effect on other parton flavours. The difference
between the central fit and the fits corresponding to model variations of mc, mb, fs, Q2min are
added in quadrature, separately for positive and negative deviations, and represent the model
uncertainty of the HERAPDF1.0 set.
The variation in Q20 is regarded as a parametrisation uncertainty, rather than a model un-

certainty. At the starting scale the gluon parametrisation is valence-like. For the downward
variation of the starting scale, Q20 = 1.5 GeV2, a parametrisation which explicitly allows for a
negative gluon contribution at low x is considered: a term of the form A′gxB

′
g(1 − x)C′g is sub-

tracted from the gluon of the standard parametrisation, where C′g = 25 is fixed5 and A′g and B′g
5The fit is not sensitive to this value provided it is high enough (C′g > 15) that the term does not contribute at

20

Experimental systematic sources of uncertainty allowed to float in fit
Include model assumptions into uncertainty:
fs ,  mc ,  mb ,  Q20,  Q2min

QCD Analysis 

In 14 parameter fit:
release Buv = Bdv constraint
allow more flexible gluon
xg(x,Q0

2 ) = A ⋅ xB ⋅ (1− x)C − ′A ⋅ x ′B ⋅ (1− x)25

allows for valence-like or negative gluon at Q02

Exclusive jet data required for free αs fit
See talk of Krzysztof Nowak 

χ2 /ndf = 574/582

A B C E
xg 6.8 0.22 9.0
xuv 3.7 0.67 4.7 9.7
xdv 2.2 0.67 4.3
xŪ 0.113 −0.165 2.6
xD̄ 0.163 −0.165 2.4

Table 3: Central values of the HERAPDF1.0 parameters.

Variation Standard Value Lower Limit Upper Limit
fs 0.31 0.23 0.38
mc [GeV] 1.4 1.35(a) 1.65
mb [GeV] 4.75 4.3 5.0
Q2min [GeV2] 3.5 2.5 5.0
Q20 [GeV2] 1.9 1.5(b) 2.5(c,d)

(a)Q20 = 1.8 (c)mc = 1.6
(b) fs = 0.29 (d) fs = 0.34

Table 4: Standard values of input parameters and the variations considered.

a single B parameter for the sea distributions. The strange quark distribution is expressed as
x-independent fraction, fs, of the d-type sea, xs̄ = fsxD̄ at Q20. The central value fs = 0.31
is chosen to be consistent with determinations of this fraction using neutrino-induced di-muon
production [45,53]. The further constraint AŪ = AD̄(1 − fs), together with the requirement
BŪ = BD̄, ensures that xū → xd̄ as x → 0. For the central fit, the valence B parameters, Buv
and Bdv are also set equal, but this assumption is dropped when parametrisation variations are
considered. The central values of the parameters are given in Table 3.
Model uncertainties and parametrisation uncertainties of the central fit solution are evaluated

by varying the input assumptions. The variation of numerical values chosen for the central fit
is specified in Table 4. The variation of fs is chosen to span the ranges determined in [45,53].
The variations of Q20 and fs are not independent, since QCD evolution will ensure that the
strangeness fraction increases as Q20 increases. The value fs = 0.29 is used for Q20 = 1.5 GeV2
and the value fs = 0.34 is used for Q20 = 2.5 GeV2 in order to be consistent with the choice
fs = 0.31 at Q20 = 1.9 GeV2. The variations of Q20 and mc are also not independent, since
Q0 < mc is required in the fit programme. Thus when mc = 1.35GeV, the starting scale used
is Q20 = 1.8GeV2. Similarly, when Q20 = 2.5 GeV2 the charm mass used is mc = 1.6 GeV.
In practice, the variations of fs, mc, mb, mostly affect the model uncertainty of the xs̄, xc̄, xb̄,
quark distributions, respectively, and have little effect on other parton flavours. The difference
between the central fit and the fits corresponding to model variations of mc, mb, fs, Q2min are
added in quadrature, separately for positive and negative deviations, and represent the model
uncertainty of the HERAPDF1.0 set.
The variation in Q20 is regarded as a parametrisation uncertainty, rather than a model un-

certainty. At the starting scale the gluon parametrisation is valence-like. For the downward
variation of the starting scale, Q20 = 1.5 GeV2, a parametrisation which explicitly allows for a
negative gluon contribution at low x is considered: a term of the form A′gxB

′
g(1 − x)C′g is sub-

tracted from the gluon of the standard parametrisation, where C′g = 25 is fixed5 and A′g and B′g
5The fit is not sensitive to this value provided it is high enough (C′g > 15) that the term does not contribute at

20

HERAPDF1.0 central values:



Neutrino Interactions Workshop - Rio de Janeiro - Oct. 2012Eram Rizvi 35

x
-410 -310 -210

cc 2F

0

0.2

0.4
2 =  4 GeV2Q

x
-410 -310 -210

cc 2F

0

0.2

0.4
2 = 6.5 GeV2Q

x
-410 -310 -210

cc 2F

0

0.2

0.4
2 = 12 GeV2Q

x
-410 -310 -210

cc 2F

0

0.2

0.4

0.6 2 = 20 GeV2Q

x
-410 -310 -210

cc 2F

0

0.2

0.4

0.6 2 = 35 GeV2Q

x
-410 -310 -210

cc 2F

0

0.2

0.4

0.6 2 = 60 GeV2Q

x
-410 -310 -210

cc 2F

0

0.2

0.4
2 = 120 GeV2Q

x
-410 -310 -210

cc 2F

0

0.2

0.4
2 = 200 GeV2Q

x
-410 -310 -210

cc 2F

0

0.2

0.4
2 = 400 GeV2Q

x
-410 -310 -210

cc 2F

0

0.1

0.2

0.3
2 = 1000 GeV2Q

cc 2F

0

0.2

0.4

cc 2F

0

0.2

0.4

0.6

cc 2F

0

0.2

0.4

cc 2F

0

0.1

0.2

0.3
x

-410 -310 -210
x

-410 -310 -210

x
-410 -310 -210

HERA (prel.)  
(prel.)cc

2HERAPDF1.0 + F
RT standard
RT optimised
ACOT-full

χS-ACOT-
ZMVFNS

H
ER

A
 In

cl
us

iv
e 

W
or

ki
ng

 G
ro

up
   

   
   

   
A

ug
us

t 2
01

0

Figure 8: Fcc̄
2 as a function of x in Q2 bins compared to QCD fits using different heavy flavour

schemes obtained at mmodel
c (opt) of each scheme. The data are shown with the uncorrelated

uncertainties.
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Charm Content of the Proton 

The inclusive charm content of proton
can be measured in several methods:
D* decays , impact parameter significance...
Combination yields ~5-10% precision

Data cover wide phase space region
including charm threshold region

Theory predictions have small spread
⇒ use optimised mc parameter

Spread of LHC Z/W production predictions is 
reduced ~4.5% → ~0.7%
when using optimal value of mc 


