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OUTLINE
• What this is not 
• What this is mean to be 
• Machine learning context 
• Resources 
• Tensor flow basics 
• Example 1: Fractals 
• Example 2: Fisher discriminant 
• Example 3: Perceptron 
• Example 4: Neural network 
• Example 5: Using Tensor Board 
• Example 6: Convolutional Neural Networks 
• Want more data?
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WHAT THIS IS NOT
• This is not a formal lecture or tutorial. 

• You will not learn about algorithms.
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WHAT THIS IS MEAN TO BE
• A relaxed session to explore a machine learning toolkit. 

• A collection of resources is provided to get you started with using TensorFlow: 
• Provides you with working examples. 
• Run these to understand what they output. 
• Adapt examples to learn at a deeper level at your own pace. 

• If you enjoy this then you may wish to explore the online tutorials further to 
delve into the toolkit’s functionality. 

• If you really enjoy this then you may wish to find some if your own data (see 
some suggestions at the end) and apply TensorFlow (or some other toolkit) to 
that in your own time. 

• If you really really enjoy this then you may want to try and find a project to work 
on to take your interest further. 
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TECHNICAL DETAILS
• TensorFlow V1.0 was released on 15th Feb 2017; 

• These scripts are compatible with that version; 

• Some optimal code options have not been compiled in - please 
ignore those warnings when you get them. 

• We are using Python 2.7.13 :: Anaconda 4.3.0 (64-bit)
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MACHINE LEARNING CONTEXT
• Take features of some data 

• Do some magical* stuff with it 

• Draw some insight seemingly from nowhere
*Machine learning (ML) is only magical if you consider the underlying algorithm as a complicated 
black box.   Taking some time to understand the underlying algorithms and related computer 
science issues that underpin ML demystifies the magic and can highlight when things will work 
and when they might go wrong.

Invariant mass, transverse momentum, energy flow, jet 
tagging, missing energy, missing mass, angular 
separation, …

Separate Higgs, ttbar/QCD/etc background, …
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MACHINE LEARNING CONTEXT
• Take features of some data 

• Do some magical* stuff with it 

• Draw some insight seemingly from nowhere

Invariant mass, transverse momentum, energy flow, jet 
tagging, missing energy, missing mass, angular 
separation, …

Separate Higgs, ttbar/QCD/etc background, …

MNIST: Image data; handwritten 0, 1, 2, 3, … 9 
formatted to a fixed size matrix of pixels

0, 1, 2, 3, 4, 5, 6, 7, 8, 9
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*Machine learning (ML) is only magical if you consider the underlying algorithm as a complicated 
black box.   Taking some time to understand the underlying algorithms and related computer 
science issues that underpin ML demystifies the magic and can highlight when things will work 
and when they might go wrong.
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RESOURCES
• The example scripts provided are to give you a base to start working 

with this toolkit. 

• Download them, run them, read them, modify them. 

• Great tutorials online at: https://www.tensorflow.org. 

• If you prefer books, you can also find some online - ask for some 
suggestions. 

• Downloading TensorFlow on your own computer can be complicated 
(we have experience with MacOSX and Scientific Linux), so defer to 
the website for that in the first instance…  If you run into real 
problems after having a go then please come and ask; we may be able 
to help out.
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USING PYTHON
• System requirements: see the TensorFlow web page (using API 

V1.0 for these examples). 

• At the time of writing this TensorFlow is being actively maintained 
and developed; this means the interface, features etc. may change 
and the examples scripts will rot* with time. 

• If you encounter code rot* in a script for a more recent version of 
TensorFlow please let me know so that I can update the examples. 

• We are using Linux for these tutorials; useful commands are 
handed out in a moment.

*code rot is a commonly used term to indicate this situation; just because code 
worked on an old system does not mean it will work on a new on.  Libraries change, 
standards change, languages evolve and your old code rots away accordingly.
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TENSOR FLOW BASICS
• Typical modules to import for TensorFlow: 

• The first provides TensorFlow’s Machine Learning library, the 
second provides a set of scientific computing tools and the third 
provides plotting tools. 

• See the following for more information on each package: 

• tensorflow 
• numpy 
• matplotlib

https://www.tensorflow.org 
http://www.numpy.org 

http://matplotlib.org 
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SOME EXAMPLES
• 0) Simple calculations 

• A selection of simple tf calculations on 2D matrices (tensors). 
• 1) Fractals 

• Aim: Use TensorFlow constants and variables to compute values in an 
array and plot the output.  Start to get used to the way that you 
implement computations in TensorFlow. 

• 2) Fisher Discriminant 
• Generate a sample of data (2D) and from this compute fisher coefficients. 

• 3) Perceptron 
• Aim: Use TensorFlow to optimise the hyper-parameters of a perceptron. 

• 4) Multilayer perceptron 
• Aim: go beyond the simple network example above. 

• 5) Tensor Board 
• Aim: introduce you to tensor board as a way to graphically inspect 

models; using a simple calculation.
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EXAMPLE 0: SIMPLE CALCULATIONS
• Mathematical ops on data are documented on the TensorFlow 

website:  
• https://www.tensorflow.org/api_guides/python/math_ops  

• The aim here is to introduce you to a few with a simple example: 

• Element wise: 
• Addition, subtraction, multiplication, division. 

• Scaling. 
• Matrix operations: trace, multiplication. 

• Run the script Examples.py to explore these operations; we will 
build on this background with the subsequent examples.
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A =

✓
1.0 0.5
0.5 1.0

◆
B =

✓
1.0 2.0
2.0 1.0

◆
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SUGGESTED EXERCISES
• Take a look at the following URL:  

• https://www.tensorflow.org/api_guides/python/math_ops  
• to see what functionality is available and extend the script to 

perform more ops on data.
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EXAMPLE 1: FRACTALS
• There are two example scripts provided for you to explore: 

• Mandelbrot.py — Use matplotlib to draw Mandelbrot sets 
• Draw points on the complex plane with the pixel colour 

related to the number of steps taken to reach the divergence 
threshold (initially set to 10).  z0 = C. 

• Julia.py — Use matplotlib to draw Julia sets 
• Draw points on the complex plane with the pixel colour 

related to the number of steps taken to reach the divergence 
threshold (initially set to 4).  z0 = C.

zn+1 = z2n + C

zn+1 = z2n � C
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EXAMPLE 1: FRACTALS
• np.mgrid creates a meshgrid between the minimum and maximum 

values using the specified step. 
• np.mesh[ min:max:step, min:max:step] 

• Z and c are complex. 

• zs is the initial value of the  
   set as a TensorFlow variable. 

• A tensor of zeros matching  
   the shape of c with type float32. 

15

mailto:a.j.bevan@qmul.ac.uk?subject=
https://docs.scipy.org/doc/numpy/reference/generated/numpy.mgrid.html


Adrian Bevan (a.j.bevan@qmul.ac.uk)

EXAMPLE 1: FRACTALS
• Start an interactive session and set up the variables for 

processing.
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EXAMPLE 1: FRACTALS
• Compute the Mandelbrot set value using the recursive 

computation: 
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zn+1 = z2n + C
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EXAMPLE 1: FRACTALS
• Evaluate the map and plot the output.
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EXAMPLE 1: FRACTALS
• Very similar script, but using the 

relation. 

• Algorithm Logic: 
• Make grid of points 
• Define tensor object of the 

image map. 
• call InteractiveSession() 
• call initialize_all_variables().run() 
• setup the calculation 
• set up the loop 
• display results
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zn+1 = z2n � C
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SUGGESTED EXERCISE
• Take a look at the wolfram.com article on fractals: 

http://mathworld.wolfram.com/Fractal.html  
• and select a pattern to compute, modifying one of the examples 

• e.g. Hénon Map
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EXAMPLE 2: FISHER DISCRIMINANT
• Recall the fisher discriminant structure: 

• where the α are defined in terms of the means of the class of 
events A and B, and the sum of covariance matrices W as:
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EXAMPLE 2: FISHER DISCRIMINANT
• Set up the problem by defining the number of events and the means 

and variances for x and y: 

• tf.random_normal(shape, mean, var) is used to generate the data. 
• Here shape is an array of N events (1000) times 2 dimensions (x and y).
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EXAMPLE 2: FISHER DISCRIMINANT
• Initialise the variables and start running the session: 

• After this point we then compute the means and covariances of 
the data, and then we can compute the fisher coefficients.

23

mailto:a.j.bevan@qmul.ac.uk?subject=


Adrian Bevan (a.j.bevan@qmul.ac.uk)

EXAMPLE 2: FISHER DISCRIMINANT
• Means and covariances of A (B is similar) 

• Compute the α

24

use tf.nn.moments to compute the mean and 
variance of the data; and construct the 
covariance matrix for these data (uncorrelated x 
and y).
To print out some tf constant or variable you 
need to 
 print (sess.run(myVariableOrConstant)) 
In order to compute the alphas we can multiply 
matrices; this only works because Winv is 
diagonal; warning: the matrix multiplication 
only works with tensors of dimension >=2; so 
one would have to generalise using long hand 
manipulation of the tensors to introduce 
correlations. 

See the TensorFlow website for details of the 
functionality: 
tf.matrix_inverse 
tf.add 
tf.subbtract  
tf.multiply
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EXAMPLE 2: FISHER DISCRIMINANT
• With the inputs 

• The coefficients computed from running Fisher.py are 
• α=[3.25, 4.00] 

Hint: print (sess.run(myVar[index])) will print out the value 
of the tf variable with that index.  If you have an ND tensor then that 
tensor needs to be accessed with N indices in square brackets.
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EXAMPLE 2: FISHER DISCRIMINANT
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SUGGESTED EXERCISE
• Extend the script to plot the data, projections and compute the 

fisher discriminant corresponding to the generated sample. 

• The fisher discriminant example coded up here only works for 
uncorrelated data.  You might wish to consider extending this to 
the case where the data are correlated in x and y.  To do this you 
will need to consider: 
• Adding a correlation between x and y at the generation stage. 
• Computing the covariance matrices to ensure they are not 

diagonal. 
• Computing the fisher coefficients not using the tf.multiply 

function as that is an element wise product and not a matrix 
multiplication.  The issue here is that tf.matmul does not 
accept a rank 1 tensor as the second argument; so that will 
require a different approach.
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See FisherPlot.py for hints.
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SUGGESTED EXERCISE
• The fisher discriminant example coded up here only works for 

uncorrelated data.  You might wish to consider extending this to 
the case where the data are correlated in x and y.  To do this you 
will need to consider: 
• Adding a correlation between x and y at the generation stage. 
• Computing the covariance matrices to ensure they are not 

diagonal. 
• Computing the fisher coefficients not using the tf.multiply 

function as that is an element wise product and not a matrix 
multiplication.  The issue here is that tf.matmul does not 
accept a rank 1 tensor as the second argument; so that will 
require a different approach.
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EXAMPLE 3: PERCEPTRON
• The data used for this example requires input_data.py

29
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EXAMPLE 3: PERCEPTRON
• The data used for this example requires input_data.py 

• Provides a convenient interface to download MNIST handwriting 
training examples, prepared in the form of a 28 x 28 pixel image.
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Illustration of an MNIST example represented as a set of features in a 14 x 14 pixel map;  
from https://www.tensorflow.org/tutorials/mnist/beginners/ ; The MNIST data uses a 
28 x 28 pixel representation.

784 dimensional feature space                        Perceptron                        Output 
             (the pixels)
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EXAMPLE 3: PERCEPTRON
• We use a soft max activation function in this example. 

• The loss function used here is called cross entropy*
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*In the SDA lectures we encounter a loss function of the form (ti - yi)2/2; this is the l2_loss function in 
TensorFlow. 
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k is the class index (K classes in total) 
m is the node index 
R is a region of data with N observations 
p-hat is the proportion of class k observations in node m.
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EXAMPLE 3: PERCEPTRON
• Perceptron takes each image as a 784 dimensional feature space 

and computes the evidence for each of the possible output 
classes.

32

xi=[784]i
OUTPUT NODE 

COMPUTES 
EVIDENCE FOR 

EACH OF THE 10 
POSSIBLE LABELS

mailto:a.j.bevan@qmul.ac.uk?subject=


Adrian Bevan (a.j.bevan@qmul.ac.uk)

EXAMPLE 3: PERCEPTRON
• As with the previous examples the flow of the script is as follows: 

1. Set up the problem 
• Set up the data 
• Set up the constants and variables required 
• Set up the model: 

• activation function 
• cost = loss function 
• optimiser (minimisation algorithm) 

2. Call tf.global_variables_initializer() 
3. “Run the session” 
4. Process the results
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EXAMPLE 3: PERCEPTRON
1. Set up the problem
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EXAMPLE 3: PERCEPTRON
1. Set up the problem

35

The xi are the features (pixels), the wi,j 
are the weights and the bj are the 
biases for the outputs of the softmax 
activation function: 

This is equivalent to:

(Images from www.tensorflow.org)
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EXAMPLE 3: PERCEPTRON
2. Call tf.global_variables_initializer()

36

This call is required after setting up the variables and constants 
needed for a calculation.  

By executing this function an op (init) is returned that is used to 
initialise global variables.
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EXAMPLE 3: PERCEPTRON
3. “Run the session”

37

mailto:a.j.bevan@qmul.ac.uk?subject=


Adrian Bevan (a.j.bevan@qmul.ac.uk)

EXAMPLE 3: PERCEPTRON
4. Process the results
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Plot the cost (loss 
function) as a function of 
epoch using the data 
accumulated during 
training.
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SUGGESTED EXERCISE
• Modify the training parameters to see how this affects the output 

performance and compute time; e.g. accuracy of prediction and 
loss function evolution with training epoch. 

• Note: if you set batch_size to a small number the training may 
take a while. 

• After doing the TensorBoard exercise come back to this and try 
adding the following just before sess.run(init): 

• If you run into problems then take a look at PerceptronTB.py.
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merged = tf.merge_all_summaries() 
writer = tf.train.SummaryWriter("/tmp/tensorflowlogs", sess.graph)
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EXAMPLE 4: MULTILAYER PERCEPTRON
• This example uses a sigmoid activation function: 

• The hyper parameter optimisation is performed using the 
AdamOptimizer; this is an adaptive optimisation algorithm that 
outperforms gradient descent.* 

• The “softmax cross entropy” loss function is used (really this is the 
cross entropy loss function). 

• 256 nodes in the first layer. 
• 256 nodes in the second layer. 
• 10 outputs values, each being the score for the example image for 

that output class.
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y
i

=
1

1 + ewT
x+b

* See https://www.tensorflow.org/api_guides/python/train for more details about TensorFlow 
parameter tuning options.
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EXAMPLE 4: MULTILAYER PERCEPTRON
• Break MNIST images down into arrays of 784 features and process 

these with two layers of 256 perceptrons; collecting the result in 
an output node with 10 possible classifications:

41

xi=[784]i
256 

NODES 
IN 

LAYER 
1

256 
NODES 

IN 
LAYER 

2

OUTPUT NODE 
COMPUTES 

EVIDENCE FOR 
EACH OF THE 10 
POSSIBLE LABELS

mailto:a.j.bevan@qmul.ac.uk?subject=


Adrian Bevan (a.j.bevan@qmul.ac.uk)

EXAMPLE 4: MULTILAYER
• As with the previous examples the flow of the script is as follows: 

1. Set up the problem 
• Set up the data 
• Set up the constants and variables required 
• Set up the model: 

• activation function 
• cost = loss function 
• optimiser (minimisation algorithm) 

2. Call tf.global_variables_initializer() 
3. “Run the session” 
4. Process the results
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EXAMPLE 4: MULTILAYER PERCEPTRON
1. Set up the problem 
• Start essentially the same as with the perceptron example; but we 

now need to specifiy the number of nodes in each hidden layer. 

• Layer 1:

43
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EXAMPLE 4: MULTILAYER PERCEPTRON
• Layer 2: 

• Output:

44
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EXAMPLE 4: MULTILAYER PERCEPTRON
2.  Call tf.global_variables_initializer()

45

This call is required after setting up the variables and constants 
needed for a calculation.  

By executing this function an op (init) is returned that is used to 
initialise global variables.

mailto:a.j.bevan@qmul.ac.uk?subject=


Adrian Bevan (a.j.bevan@qmul.ac.uk)

EXAMPLE 4: MULTILAYER PERCEPTRON
3.  “Run the session” 
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EXAMPLE 4: MULTILAYER PERCEPTRON
4.   Process the results
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These data are stored in the arrays epoch_set and 
avg_set in order to create the plot shown.
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SUGGESTED EXERCISES
• Take a look at the neural network options on the TensorFlow 

website: https://www.tensorflow.org/api_docs/python/tf/nn  
• Try changing the activation function type to tanh, relu or 

softmax and see how the accuracy of the model is affected by 
the choice of activation function. 

• Try changing the optmisation algorithm from the 
AdamOptimizer to GradientDescentOptimiser, the 
AdagradOptimiser, or one of the other available options and 
study what happens.

48

https://www.tensorflow.org/api_guides/python/train#Optimizers 

https://www.tensorflow.org/api_guides/python/nn#Activation_Functions  
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EXAMPLE 5: USING TENSOR BOARD
• Read the start of the script to get an understanding of how to use 

this tool: 

• 1) Run the script ./TensorBoard.py 

• 2) Run tensorboard using: 
tensorboard --logdir=/tmp/tensorflowlogs/ 

• 3) Open the URL given on the terminal

49
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EXAMPLE 5: USING TENSOR BOARD
• For this example only the graphs are interesting: 

• Compare this output with the constants and variable defined in 
the example script; and against the output obtained. 

• Take a look at https://www.tensorflow.org/how_tos/
summaries_and_tensorboard/ for more information on this tool.
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EXAMPLE 5: USING TENSOR BOARD
• A more interesting graph to look at is the PerceptronTB.py 

example. 

• Try clicking on the different parts of the model.
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SUGGESTED EXERCISE
• Adapt some of the other scripts to use TensorBoard to inspect the 

graphs of other models. 
• Take a look at the tensorboard webpage: https://

www.tensorflow.org/how_tos/summaries_and_tensorboard/ for an 
example of using this tool with a neural network; and run through 
that example.
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Example 6: Convolutional Neural Networks
• The previous examples of classifying MNIST data flatten the image 

structure into a 784 dimensional feature space. 
• This results in loss of information associated between different parts 

of the image. 

• A Convolutional Neural Network (CNN) uses the spatial correlations 
in the image array as well as the content of each pixel to compute 
evidence for a given outcome.  

• This is a minor adaptation of the example found at: 
• https://www.tensorflow.org/get_started/mnist/pros 
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Example 6: Convolutional Neural Networks
• The previous examples of classifying MNIST data flatten the 

image structure into a 784 dimensional feature space. 
• This results in loss of information associated between different 

parts of the image. 

• A Convolutional Neural Network (CNN) uses the spatial 
correlations in the image array as well as the content of each 
pixel to compute evidence for a given outcome. 
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Analyse the image using a filter 
that processes a finite region 
of space; e.g. a 5x5 pixel 
sample. 

This is the convolutional part of 
the network. 

Move the filter over the image.
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Example 6: Convolutional Neural Networks
• The previous examples of classifying MNIST data flatten the 

image structure into a 784 dimensional feature space. 
• This results in loss of information associated between different 

parts of the image. 

• A Convolutional Neural Network (CNN) uses the spatial 
correlations in the image array as well as the content of each 
pixel to compute evidence for a given outcome. 
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Analyse the image using a filter 
that processes a finite region 
of space; e.g. a 5x5 pixel 
sample. 

This is the convolutional part of 
the network. 

Move the filter over the image.
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Example 6: Convolutional Neural Networks
• The previous examples of classifying MNIST data flatten the image 

structure into a 784 dimensional feature space. 
• This results in loss of information associated between different 

parts of the image. 

• For a 28 pixel wide image; a 5x5 filter can be applied 
24=(28-5+1) times in a unique position across, or down one side. 

• 576 ways to apply this sized filter to the MNIST image data.
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Analyse the image using a filter 
that processes a finite region 
of space; e.g. a 5x5 pixel 
sample. 

This is the convolutional part of 
the network. 

Move the filter over the image.
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Example 6: Convolutional Neural Networks
• The previous examples of classifying MNIST data flatten the image 

structure into a 784 dimensional feature space. 
• This results in loss of information associated between different 

parts of the image. 

• For a 28 pixel wide image; a 5x5 filter can be applied 
24=(28-5+1) times in a unique position across, or down one side. 

• 576 ways to apply this sized filter to the MNIST image data.
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Take the output of a 
convolutional layer node and 
maxpool this with a 2 x 2 filter. 

This means take the maximum 
value in that given array of 
pixels. 

Move the filter over the image.5 x 5 output of convolution filter

2 x 2 region of 
maxpool layer
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Example 6: Convolutional Neural Networks
• Each filtered image is replicated in order to be analysed in 

conjunction with the neighbouring images.
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Example 6: Convolutional Neural Networks
• Conceptully the MNIST images are passed through different 

convolutional layers and maxpool layers to determine the score 
for a given output of the network. 

• See for example LeCun et al. doi:10.1038/nature14539 and 
references therein.
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Example 6: Convolutional Neural Networks
• We initialise the weights and biases to be non-zero and wrap their 

creation in functions with: 

• The truncated normal is a Gaussian distribution with tails removed 
(nothing beyond 2 sigma).  The weights are generated according 
to this core Gaussian distribution. 

• The biases are set to 0.1 as a starting value (small positive 
number).
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Example 6: Convolutional Neural Networks
• The conv2d function is described at: 

• https://www.tensorflow.org/api_docs/python/tf/nn/conv2d 

• Use this to create the convolutional layer. 
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Example 6: Convolutional Neural Networks
• Maxpooling:  

• https://www.tensorflow.org/api_guides/python/nn#Pooling  

• Apply a small filter to reduce the number of hyperparameters in a 
convolutional network.  Aim is to reduce tendency for the network 
to overfit. 

• Examples of how to extract information from the network with 
smaller lost input can be found: 
• https://arxiv.org/abs/1412.6071 
• https://arxiv.org/abs/1412.6806 
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Example 6: Convolutional Neural Networks
• The CNN hyper parameters quickly get trained to a sufficient level 

to outperform an MLP on this data; and over time reach >99% 
accuracy.

63

99.2% accuracy (train) 
99.4% accuracy (validate)

94.2% accuracy (train) 
95.0% accuracy (validate)

98.7% accuracy (train) 
98.6% accuracy (validate)
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WANT MORE DATA?
• The MNIST data is a particular sample that is useful to explore image 

pattern recognition problems. 

• scikit learn has data sets to use (see http://scikit-learn.org/stable/) e.g. 
Fisher’s iris data: http://scikit-learn.org/stable/tutorial/basic/tutorial.html  

• For particle physics related problems this is not so relevant (although the 
experience you get from image pattern recognition is useful). 

• You can obtain ATLAS data for the decay channel                    from: 
https://www.kaggle.com/c/higgs-boson  

• This provides a rich feature space with data in a csv file format for you to 
analyse.  More information on the problem of searching for this decay 
with that data can be found at: https://higgsml.lal.in2p3.fr/
documentation/ 
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WANT MORE INFORMATION?
• In addition to the various links provided in this file, there are 

books on the use of tensor flow available… and on order for the 
library; still reading through those so not in a position to judge.. 

• However lots of good information online to build on the examples 
provided here. 

• If you want a more formal background in machine learning to 
follow up on at your own pace then good starting points are: 
• Bishop “Pattern Recognition and Machine Learning”, Springer. 
• Hastie, Tibshirani, Friedman “The Elements of Statistical 

Learning”, Springer.
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